OpenMetal Operator's Manual - Private Cloud Core

version

Nicholas West

February 23, 2022






Contents

OpenStack Operator’s Manual - Private Cloud Core
Introduction
Getting Started with the Operator’s Manual
Why Days?
Brief Summary of each Day
Operator’'s Manual Audience
Table of Contents
Day 1
Introduction to OpenMetal Central and Your Private Cloud Core
Introduction
A Brief Overview of Your OpenMetal Private Cloud
How to View Your Hardware Assets
How to Get Support
How to Access OpenMetal Documentation
How to Submit a Support Ticket
Getting Started with OpenStack Horizon
Introduction
How to Log in to Horizon
Step 1: Log in to OpenMetal Central
Step 2: Navigate to Cloud’s Details Page
Step 3: Load Horizon URL
Step 4: SSH into a Hardware Node, Obtain Horizon Password
Requirements to SSH into a node
Step 5: Log in to Horizon
Create a User and Project in OpenStack Horizon
Introduction
Quick Overview: Project, Admin, and Identity Tabs
How to Create a Project
Create your First Project
Project Quotas
How to Create a User and Associate with Project
Reference
Manage and Upload Images in OpenStack Horizon
Introduction
Managing Images
Uploading Images
Create Images From Running Instances
Reference
How to Create an Instance in OpenStack Horizon
Introduction
Networking
Create a Private Network
Create a Router

Connect Router to Private Network

© © © ©OW 00 00 00 N N N N N O B BB DN DD DN DN DN NN PFPE R RE R R

=
o

10
11
12
13
13
13
13
13
15
15
15
15
15
15
17
17



View Network Topology
Security Groups
Create an SSH Security Group
Add Rule to SSH Security Group
How to Create your First Instance
Prerequisites
SSH Public Key
Operating System Image
Create your First Instance
Assign and Attach Floating IP
How to Install and Use OpenStack’s CLI
Introduction
How to Install OpenStackClient
Prerequisites
Install OpenStackClient
Initial Preparation
Prepare and Install OpenStackClient
Command Structure
List all Available Subcommands
Learn more about a Subcommand
List Items and Show Details
Enable Bash Autocompletion
Reference
Create SSH Key Pair for an OpenStack Control Plane Node
Introduction
How to Create an SSH Key Pair
Prerequisites
Create the Key Pair
Conclusion
Day 2
How Private Clouds are Deployed
Introduction
Initial Deployment
Containerization of OpenStack
Advantages of Containerization Through Docker
Disk Storage and Ceph
Object Storage
Block Storage
Advantages of using Ceph
Introduction to Ceph
Introduction
Advantages of Ceph
Data Resiliency
Ceph Scales Extremely Well
Disadvantages of Ceph

Ceph Version Used by Private Clouds

18
19
19
19
20
20
20
20
20
23
24
24
25
25
25
25
25
27
27
27
27
27
28
28
28
28
28
28
29
29
29
29
29
29
29
30
30
30
30
30
30
30
30
30
30
30



View Disk Usage of the Ceph Cluster
Default Configuration for the Ceph Cluster
Default Ceph Pools
Pool: images
Pool: volumes
Pool: vms
Pool: backups
Swift and Cinder Ceph Configuration
Reconfiguring your Ceph Cluster
How to Check Ceph’s Status and Disk Usage
Introduction
Prerequisites
Check Ceph Status
Check Ceph Disk Usage
OpenStack Hardware Node Maintenance
Introduction
Prerequisites
How to Perform Operating System Updates
Before Performing OpenStack Maintenance
Getting Started
Disable Docker socket
Stop Docker socket
Disable Docker service
Stop Docker service
Update DNF
Reboot the node
Verify successful reboot
How to Obtain Latest OpenStack Images using Kolla Ansible
Getting Started
Pull latest Kolla Ansible images
Deploy Kolla Ansible images
Datadog
Resources of a Private Cloud
View Memory and Compute Usage in Horizon
View Instance State Across Cluster
How to Access Resource Information from Ceph
Adding nodes to your Ceph Cluster
Removing nodes from your Ceph Cluster
How to Live Migrate Instances Using OpenStack Horizon
Introduction
Prerequisite
Determining an Instance’s Parent Host
Migrate Instance
Day 3
Cloud Hardware Selection

Types of Private Clouds

30
31
31
31
31
31
31
31
32
32
32
32
32
32
33
33
33
33
33
33
34
34
34
34
34
35
35
36
36
36
36
37
38
38
38
38
39
39
39
39
39
40
40
42
42
42



Types of Nodes
The Benefit of Homogeneous Clouds
Adding Hardware Nodes to a Cloud
How to add a Hardware Node
Navigate in OpenMetal Central to Cloud Assets Page
View Hardware Node Types
Confirm Hardware Node Addition
Verify Hardware Addition Success
Removing Hardware Nodes from a Cloud
Consider Before Removing
Initial Preparation
How to Remove a Hardware Node from a Cloud
Getting Started
Confirm new Provider Block Addition
How are the new Provider Block IPs Used?
Create a Volume Backup
Test Volume Backups
Restore a Volume Backup
Ceph, Volumes, and Data Durability
Store Data Outside of the Cloud
Kolla Ansible and Ceph Ansible
Prepare Kolla Ansible and Ceph Ansible Environment
Where are my Private Cloud’s Configuration Files?
Kolla Ansible Configuration Files
Ceph Ansible Configuration Files
FM-Deploy Configuration File
Network Ansible Configuration File
Keep a Backup Copy a Private Cloud’s Configuration Files
How to Restore a Private Cloud’s Configuration Files
Example: Recover Neutron’s Configuration File using Kolla Ansible
Prerequisite: Prepare a Kolla Ansible Environment
Regenerate an OpenStack Service’'s Configuration File using Kolla Ansible
Create Full and Incremental Copies of a Private Cloud’s OpenStack Service Databases
Prerequisites
How to Create OpenStack Service Database Backups
Command Syntax for Full Database Backups
Command Syntax for Incremental Database Backups
Path to the Kolla Ansible Inventory File
Command Usage Example for a Full Database Backup
Command Usage Example for an Incremental Database Backup
How to Restore a Private Cloud’s OpenStack Service Databases
Full Database Restoration Steps
Full Restoration: Create Temporary Docker Container
Full Restoration: Prepare Backup Directory
Incremental Database Restoration Steps

Incremental Restoration: Create Temporary Docker Container

43
43
43
43
43
44
44
45
45
45
46
46
46
46
46
47
48
48
48
48
49
49
49
49
49
50
50
50
50
50
50
50
51
51
51
51
51
51
51
52
52
52
53
53
53
53



Incremental Restoration: Prepare Backup Directory
References
Disaster Recovery Strategies
Recovery Objectives
Off-site Backups
RBD Mirroring with Ceph
Handling a Hardware Failure
Determine Hardware Node Failure
Cluster Failure
Cloud Monitoring with Datadog
Contact Support
Additional Reading
Day 4
Prerequisites
Using Kolla Ansible Quick Start
Prepare Kolla Ansible for Use
Kolla Ansible Configuration Files
Before Making Changes
Prepare Kolla Ansible Environment
References
Next Steps
Prerequisites
Specify an External Fully Qualified Domain Name for Horizon
Determine Public IP
Configure an FQDN
Apply Configuration Change Using Kolla Ansible
Enable SSL Externally, Encrypting Horizon Traffic
Modify Kolla Ansible Configuration
Configure Root CA Bundle
Prepare SSL File
Specify SSL Certificate
Enable External TLS
Reconfigure Cloud using Kolla Ansible
Reconfigure Ceph Cluster using Ceph Ansible
Procedure
Reference
How to Enable Elasticsearch and Kibana using Kolla Ansible
Introduction
Prerequisites
Prepare Kolla Ansible
Root Access to OpenStack Control Plane
How to Enable Central Logging
Prevent Root Disk from Filling
Reference
Principle of Least Privilege

Users, Groups, Projects, and Roles

54
54
55
55
55
55
55
56
56
57
57
57
57
57
57
58
58
58
58
60
60
61
61
61
61
61
61
62
62
62
62
62
62
63
63
63
63
63
63
63
63
63
64
64
64
65



Users

Groups

Projects

Roles

Updating Software

Update Individual Instances

Update Glance Images

Update Kolla Ansible Images

Update Control-Plane Nodes

Enabling TLS

Security Groups

SSH Authentication

OpenStack Security Advisor and Further Resources

How to Prepare and Use Ceph Ansible

Introduction

Before Proceeding

Prerequisites

Root Access to OpenStack Control Plane

Preparation

Use Watcher to Consolidate your Cloud’s Workload

Cloud State Before Watcher is Applied

How to use Watcher's VM Workload Consolidation Strategy

Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:
Step 7:

Obtain List of Goals

List Strategies Available for a Goal
Create Audit Template

Execute Audit

Retrieve Action Plan

Review Action Plan

Execute Action Plan

Cloud State After Watcher is Applied

Prerequisites

Symptoms of a RabbitMQ Problem

How Check your RabbitMQ Cluster’s Status

List RabbitMQ Queues

RabbitMQ and Network Partitions

Redeploy RabbitMQ Cluster

Prerequisites

Prepare Kolla Ansible

Root Access to OpenStack Control Plane

How to Redeploy RabbitMQ

Prerequisites

Root Access to OpenStack Control Plane

Get Ceph'’s Status

Ceph Log Files
Common Issues

Clock Skew

65
65
65
65
65
65
65
66
66
66
66
66
66
66
66
67
67
67
67
68
68
68
68
68
69
69
70
70
71
72
73
73
73
73
74
74
74
74
74
74
75
75
75
75
76
76



Confirm Ceph’s Health
Examine Chrony Logs
Addressing Clock Skew
References
Prerequisites
Root Access to OpenStack Control Plane
Elasticsearch and Kibana
Kolla Ansible Log Locations
Determining the Correct Log
Determining the Correct Host
Viewing Logs
Overview of Heat Orchestration
How to View Heat Stacks in Horizon
Architecture
Heat Orchestration Template Components
Template Version
Description
Parameters
Resources
Output
Sample Heat Orchestration Template
Attributes
Deploying a Heat Template in Horizon
Viewing Recently Deployed Stacks in Horizon
Additional Resources for OpenStack Heat Service
Prerequisites
How to Create an Instance Using Terraform
Step 1: Prepare Terraform Directory
Step 2: Specify Terraform Provider
Step 3: Initialize Terraform
Step 4: Create OpenStack Application Credentials
Step 5: Create Main Terraform File
Configure OpenStack Provider
Configure Compute Resource
Step 6: Create Terraform Plan
Step 7: Deploy Terraform Plan

View Instance Created by Terraform

76
76
76
77
77
77
77
77
77
78
78
78
78
79
79
79
79
79
79
79
79
80
80
82
83
83
83
83
84
84
84
85
85
85
86
86
87






OpenStack Operator's Manual - Private Cloud Core

OpenStack Operator’'s Manual - Private Cloud Core

User Management Reporting
(Self Service Interface) &
7
<
4
A Object Storage
/APl [l0o \
Cloud Configuration / \ / ' {Fault tolerant Storage}

. A E
(Admin Access) : @3_ (_*‘ L —ODA , Block Storage

Compute and Storage :9: |;||;||;| M . 1
(1 of 3 Servers) SIslsls

Control Plane

Introduction

Welcome to the OpenStack Operator's Manual for your OpenMetal Private Cloud! There are several phases of
creating an OpensStack cloud and most of the public documentation focuses on the initial creation of a cloud. With
OpenMetal, we provide a full private OpenStack cloud where you start as an Operator. This manual, with a few
noted exceptions, applies to any OpenStack that has been provisioned to OpenStack.org’s RefStack standard. If you
are reading this, it assumed you have followed the OpenMetal Central Process to provision your cloud already. Visit
OpenMetal Central to sign up or sign in. For product details please visit the Private Cloud page.

Getting Started with the Operator’s Manual

Guides are grouped into Days, of which there are four. A description of each day and their associated guides follows
in the Table of Contents.

Why Days?

Days have been selected to break down the information covered in this manual into categories. Loosely speaking,
Day 1 is allocated for initial set up and configuration. Day 2 is for operations and maintenance. Day 3 has to do with
scaling a cloud, ensuring your data is backed up, and how to restore it. Day 4 is for more advanced administration
topics, introducing how to make general changes to your cloud using Kolla Ansible, and other topics.

Brief Summary of each Day

» Day 1: Initial setup of cloud
» Day 2: Cloud administration and maintenance
» Day 3: Scaling the cloud and disaster recovery

» Day 4: Advanced administration, introducing Kolla Ansible


https://docs.openstack.org/refstack
https://central.openmetal.io/
https://openmetal.io/products/private-cloud/hosted/
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Operator’s Manual Audience

The audience for this manual is experienced Linux System Administrators who are new to OpenStack.
Table of Contents

Day 1

Day 1 generally refers to initial setup, which in our case is the process of getting started with a Private Cloud Core
OpenStack Cloud. We introduce you to OpenMetal Central, how to view the assets that comprise your cloud, and
how to get support from our staff.

Introduction to OpenMetal Central and Your Private Cloud Core

Introduction

We begin by introducing you to OpenMetal Central and explain how to obtain an overview of your Private Cloud.
Next, we detail where to view the assets that comprise your cloud, point you to existing documentation, and how to
submit and view support requests.

A Brief Overview of Your OpenMetal Private Cloud

OpenMetal Private Clouds are deployed with OpenStack to three bare metal servers. These three servers comprise
the Private Cloud Core. To OpenStack, these three servers are considered the control plane. Private Clouds are
deployed with Ceph, providing your cloud with shared storage.

How to View Your Hardware Assets
To view your assets, log in to the homepage for OpenMetal Central.

New to Flex Metal Central?
Create an Account

The Industry's

First On- —inmotion | FexMemaL
Demand cloud |- camm.

Private Cloud

6
G

Figure 1: Central Login Page for OpenMetal Central

Figure 2 is the Homepage for OpenMetal Central. The Homepage provides access to your Cloud Management
Dashboard. Click on the link Manage to access your Cloud Management Dashboard.


https://central.openmetal.io
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—=inmotion
cloud

& cLouDs

Name

Demo Cloud I

Demo Cloud |

Owner

Lou Nelson Jr

Lou Nelson Jr

Figure 2: OpenMetal Central Homepage

Manage

Manage

B Documentation e Support _., o

Organizations
,J% Create your organization and add
2 your team to collaborate.

My Organizations >

Add Billing Info

Update your payment info to
deploy with saved details.

Billing >

Get Support

Meet your Support Team, create
and check tickets.

Contact Us >

On the left side of the Cloud Management Dashboard is the Assets Button as shown in Figure 3. Click there to go to
the Assets page. This page contains a list of assets included with your Private Cloud Deployment. These include
your Hardware Control Plane Nodes and IP blocks for Inventory and Provider IP addresses.

~=inmotion
cloud

< Home

& My Cloud
B Assets >

-n Team

0 Support
Requests

u
£ Settings

Horizon

Assets

Hardware
(U] Class Type
[ ] Cloud Core - Small mb_small_v]
[ ] Cloud Core - Small mb_small_vl
® Cloud Core - Small mb_small_vl

Inventory IP Address Blocks
CIDR Range
173.231.255.32/28

Provider IP Address Blocks

CIDR Range

173.231.252.64/28

re RAM
8 64 CB
8 64 CB
8 64 CB
Start
173.231.25532
Start
17323125264

Figure 3: Assets Page of Cloud Management Dashboard for OpenMetal

B Documentation e Support _._ o

+ ¢
Hostname Public IP Options
exhilarated-llama.local 173.231.255.37
jolly-firefox.local 173.231.255.38
smooth-octopus.local 173.231.255.39
End Hosts
173.231.255.46 14

nd Hosts Options

173231.252.78 14

The following example is a list of assets in a Demo Private Cloud. Your Private Cloud can have different hardware
based on the options you have selected in your deployment:

Example list:
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e 3 Cloud Core mb_small_v1 Control Plane Nodes
* Inventory IP Address Blocks
 Provider IP Address Blocks
Note: With our Private Clouds, OpenStack is deployed with three hyper-converged control plane nodes.
You can access your Control Plane Nodes directly through SSH as the root user. This access is done through the
SSH keys you provided during your Private Cloud Deployment.
How to Get Support
In OpenMetal Central, the two ways of getting support for your Private Cloud are through support documentation and
filing support requests.
How to Access OpenMetal Documentation

Documentation links are found in the OpenMetal Central Homepage as well as the Cloud Management Dashboard.
To access documentation, click Documentation at the top right-hand side of the page as shown in figure 4.

"—“lﬂmoﬁlfgjlg L H B Documentation © Ssupport A o

‘ GlieliipE Organizations
’\A% Create your organization and add
Name Cwner kfg your team to collaborate.
My Organizations >
: Demo Cloud Il Lou Nelson Jr Manage
Add Billing Info
J: Demo Cloud | Lou Nelson Jr Manage

Update your payment info to
deploy with saved details.

Billing »

Get Support

C‘i\

Meet your Support Team, create
and check tickets.

Contact Us >

Figure 4: OpenMetal Documentation link found within OpenMetal Central Homepage.

Figure 5 is the index page for all documentation within OpenMetal. All documentation relating to solving common
issues, configuration, as well as deployment can be found on this page.
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Documentation
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General Management
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existing infrastructure or create a new one. started with Flex Metal and Openstack improve your scalability at reduced costs of
management. public clouds.
> Cloud Operators Manual - Zero to
Production in 40 Hours (PDF) > OpenStack Horizon Quick Start for > IT Leadership Buyer's Guide (PDF)
Key document for all IT teams that are Project Users This guide provides a framework for this new
managing their own Private Cloud Helps new Project Users to self serve their technology that can increase competitiveness

Infrastructure. and lower costs.

v

Cloud Operators Manual - Extras
Extra guides an OpenStack administrator may

v

Cloud Operators Manual Extended -

v

Reduce Costs and Drive Innovation

find interesting. Kubernetes on OpenStack (PDF)
Learn how to use your OpenStack to run your The executive's guide to leveraging private
> Automating Against OpenStack - Kubernetes deployments. clouds.

Terraform, Ansible, and Heat
Learn common ways to automate

v

Managed Private Cloud Service Catalog
infrastructure creation and deletion. Coming For Customers that have purchased a Managed

Figure 5: OpenMetal Documentation Index Page

How to Submit a Support Ticket

Support links are found in the top right of both the Cloud Management Dashboard and the OpenMetal Central
Homepage. To access the support center click the link marked Support.

~=inmotion "
cloud -

H B Documentation © support A 0

) cLouDs

Organizations

f% Create your arganization and add
Name Owner ‘ your team to collaborate.

My Organizations >
Demo Cloud 11 Lou Nelson Jr Manage

Add Billing Info
Demeo Cloud | Lou Nelson Jr Manage
Update your payment info to
deploy with saved details.

Billing »

Get Support

Meet your Support Team, create
and check tickets.

Contact Us >

Figure 6: OpenMetal Central Homepage support links.

Support links are found in the top right of both the Cloud Management Dashboard and the OpenMetal Central
Homepage. To access the support center click the link marked Support.

Figure 7 outlines the support section of the Cloud Management Dashboard. Click New Request to start a new
support ticket as shown in figure 7. You also have the option to contact individual team members by clicking the
profile icon next to their name as shown in figure 8.
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cloud ] B Documentation

@ support A

< Home

Help Guides and Support
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Lou Nelson Jr.

Profile
® e Start Here
an Organizations Take a look a locumentation or open a ticket with our support staff for assistance.
A Notifications e F
o=— :
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B Requests
| @ suoport > | View Documentation New Request View Requests

H

Payment Methods

Figure 7: The Support section of your Cloud Management Dashboard.

Figure 8 outlines how you can reach individual members of our support team. Click the profile icon of the individual
you wish to contact to submit a support request to that individual.

—inmotion =
o -H B Documentation @ support E @
< Home

Reach the Team

@ Meet our team of forward-thinking staff driven by innovation. They're available to help if you need them.
Q Account Manager Support Lead Technical Lead
Jeff Stever Nick West Yuriy Shyyan

Your Personal Account
Nick West @
@ Profie

h-4

&% Organizations

A Notifications

Product Lead

Jadon Naas
B Requests
@ support >
-

Payment Methods

@ Cloud History

Figure 8: The listed members of the OpenMetal Support Team.

Company President
Todd Robinson

Click New Request to bring up a support ticket. After entering the subject, you are presented with options for the

type and priority of the ticket you wish to send. Select the appropriate options and fill out the description of your
problem. Then you can send the ticket.

—=inmotion
cloud

1 H B Documentation ‘ @ support ‘ a

< Home

You are submitting a message as Lou Nelson Jr.

Please enter the details of your request.

Subject
This is a sample request

staff for assistance.

Type
Help

Your Personal Account.

Lou Nelson Jr.

Priority
Normal

View Requests

@ Profile

Description*
I need help with my private cloud|

2% Organizations

4

A Notifications.

B Requests

ble to help if you need them.

Technical Lead
Yuriy Shyyan

Cancel

Send
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Figure 9: Sample OpenMetal Test Support Request

To view the details of a support request, click the highlighted subject link next to the request you which to view. You
will be able to see all responses to your request as shown in figure 10.

'=mmotcl/g:ut; H B Documen ttation @ Ssupport a

- Test Request Closed
D

o Lou Nelson Jr - Flex Metal Agent
10/01/2021

This is a test request - if you could send a test message back

an T
cam e Vuriy Shyyan - Flex Metal Agent
10/01/2021

Thanks for

Hope allis well! closing ticket.
Status updated: new — solved 10/01/2021

Status updated: solved — closed 10/06/2021

Figure 10: Sample OpenMetal Test Support Request Reply Thread

To view submitted requests, access your Cloud Management Dashboard and click the Requests section of your
control panel. You are now able to see all request tickets submitted under your user account. If you are the
administrator of the Private Cloud, you will be able to see all support requests regarding your Private Cloud.

Getting Started with OpenStack Horizon

Introduction

To get started with using your cloud, we introduce Horizon, OpenStack’s dashboard. It is accessible through a web
browser and allows a user to interact with the cloud. As an administrator, most of the cloud can be managed this
way.

How to Log in to Horizon

The Horizon administrator password is present in a file within the cloud itself. This section walks you through the
steps required to obtain this password.

Step 1: Log in to OpenMetal Central

To get started, navigate to OpenMetal Central and log in.

The Industry's First On-
Demand Private Cloud —inmotion | FLex MeTaL

cloud CENTRAL

Figure 1: OpenMetal Central Login Page

Step 2: Navigate to Cloud’s Details Page

Click Manage to the right for the cloud you're working with to load this cloud’s details page.


https://central.openmetal.io/

Table of Contents

& cLoups + New Cloud

Name Owner

F My Cloud
= My ik w Manage
Demonstration cloud

"\

Figure 2: Cloud List

Step 3: Load Horizon URL
Next, navigate to the Horizon link within the left sidebar located as the last item in the list.

—inmotion H B Documentation @ support

Demonstration Cloud ined By

Nick W
Demonstration Cloud used to aid in building documentation

’()N\ Status RUNNING
')
& My Cloud > Great! Your cloud is up and running. To get started you'll need to SSH into your server and retrieve your

OpensStack Horizon credentials. Follow the steps below to continue.

B Assets

28 Team @5 Access Details
(=
W
3
@ support To access your new cloud's OpenStack dashboard (called Horizon) you will need to obtain Horizon's
administrator password. (The username is "admin") To begin, SSH into one of the cloud's servers. For example:
B Requests $ ssh -i ~/.ssh/your_key name root@l73.231.254.165

Once you are logged in to the server, run this command:
£ settings
$ grep keystone admin password /etc/kolla/passwords.yml

3 Horizon The password will be shown in the output as exernplified below:

\ keystone admin password: aBOcD1eF2gH31J4kLSmNG60P7qR8STIUV

If you need more help, reference this Getting Started guide.

Figure 3: Horizon URL Location

Step 4: SSH into a Hardware Node, Obtain Horizon Password

During cloud creation, your SSH public key was added to each hardware node. With this key, you are able to log in
as root using SSH. To SSH in, ensure you have one node’s IP address and the private key on the system you use to
access your cloud. To find your cloud’s hardware node IP addresses, click Assets on the cloud’s details page.

Hardware + Add Hardware

o Class Type Cores  RAM Storage Hostname Public IP Options
[ ] Cloud Core - Standard mb_standard_v1 16 128GB  3TB relaxed-flamingo.local 173231254165
[ ] Cloud Core - Standard mb_standard_v1 16 128GB  3TB focused-capybara.local 173231254166
[ ] Cloud Core - Standard mb_standard_v1 16 128GB  3TB lovely-ladybug.local 173231254167

Figure 4: Assets Page

The IP address for each node is listed under the Public IP column. You can SSH into any of the nodes for this step.
Select an IP from this list, then use SSH to log in.

Requirements to SSH into a node

To SSH into a hardware node, ensure these requirements are met:

e Username: root
 Authentication: SSH key pair

» |P address of a hardware node

As an example, we demonstrate using SSH to log in to the first hardware node, located by 173. 231. 254. 165. The
SSH key file for this example is ~/ . ssh/ i d_r sa. Ensure you specify the appropriate key and IP address for this
step.

For example:

$ ssh -i ~/.ssh/id_rsa root@73.231.254. 165

Once logged in, search for keyst one_adm n_passwor d inside of / et ¢/ kol | a/ passwor ds. yni .
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For example:

# grep keystone_adm n_password /etc/kol | a/ passwords. ym
keyst one_adm n_passwor d: XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

Step 5: Log in to Horizon

You can now log in to Horizon using the credentials obtained from the previous section. The username for the
Horizon administrator account is admin.

openstack.

Figure 5: Horizon Login Page

When you log in to Horizon, your dashboard appears similar to the following:

E openstack. = admin~ & admin +

Project
Project / Compute / Overview

Gompute . Overview

Limit Summary

. Compute
0 0 0
omes nstances vorus AA

Used 0 (No Limit) Used 0 (No Limi) Used 0Bytes (No Limit)

Volume

>
infra >
Network >
bject Store >
>

>

Volumes Volume Snapshots Volume Storage
Used 30 (No Limit) Used 00f 10 Used 330GB of 1000GB

b > v y

Floating IPs Security Groups Securty Group Rules Networks Ports Routers

Network

Allocated 0 of 50 Used50f 10 Used 20 of 100 Used20f 100 Used 5 0f 500 Used 10f 10

Figure 6: Horizon Dashboard
Create a User and Project in OpenStack Horizon

Introduction

In OpensStack, the cloud is divided through the use of projects. Projects have associated with them users, who have
differing levels of access, defined by roles. An administrator defines resource limits per project by modifying quotas.
In this guide, we explain how to create a project and associate a user with it. Additionally, we explain how project
quotas can be adjusted.

Quick Overview: Project, Admin, and Identity Tabs

Upon initially logging in to Horizon as admin, you see on the left tabs that group areas together. The three primary
tabs seen are Project, Admin, and Identity. Only a user with the admin role sees the Admin tab. Administrative
functions, such as live migrating an instance, occurs through the Admin section. Project users with the member role
see only the Project and Identity tabs and can only perform actions within their specific project.
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E openstack. = admin~ & admin +
Project

Project / Compute / Overview
Admin >

Overview

Identity >

Limit Summary

Compute
0 0 0
nstances vorus AA
Used 0 (No L) Uset 0 (No L) Used 0Byts (No L)

Figure 1: Project, Admin, ldentity tabs

How to Create a Project

When you first log in to Horizon as the administrator account, you find yourself in the project called admin. You can
see this by looking at the very top and near the left of the screen.

Eopenstack Badminv €—mno & admin +
Project
Project / Compute / Overview
API Access
e Overview

Overview

Instances  Limit Summary

Images COMPUte
Key Pairs
0 0 0
Server Groups
Volumes N Instances VCPUs RAM
Used 0 (No Limit) Used 0 (No Limit) Used 0Bytes (No Limit)
Container Infra >
Volume
Network >
Orchestration > 30 .
Object Store > Volumes Volume Snapshols Volume Storage
Admin N Used 30 (No Limit) Used 0 0f 10 Used 330GB of 100068
Network
Identity >
Floating IPs Securty Groups Security Group Rules Networks Ports Routers
Allocated 0 0f 50 Used 5 of 10 Used 20 0f 100 Used 2 of 100 Used 5 of 500 Used 101 10

Figure 2: Admin Project Overview

The left most column contains links to different areas in which different tasks can be performed. There are three
primary groupings: Project, Admin, and Identity. Only an account with the administrator role can see the Admin
tab. The Identity tab is used to create a project.

Create your First Project

To create your first project, navigate to Identity -> Projects.

-
f3openstack. ®adnin~ & admin
Project
Identity / Projects
Admin >
ety . Projects
Users Project Name =+ Filter || + Create Project
Groups Displaying 9 items
Roles O Name Description Project ID Domain Name ~ Enabled  Actions
Application Credentials O  20b0db3: Heat stack user project 08d97088c02d49138e4a4ff5f17b119b - Yes Manage Members = ~
O  20b0db3ad8ecds 32-43ff-b6c5-4148606 Heat stack user project 0b16bc5c033d420c9b2912bb3be5ede? - Yes Manage Members = ~
0O service - 1882a294c5te426eabd2c9fe08e1dd86 Default Yes Manage Members = ~
O  20b0db3ad8ecds 02-10a0140 Heat stack user project 1d6ae1a88dcb494ebc62cd01706d340d - Yes Manage Members = ~
O admin Bootstrap project for initializing the cloud. 20b0db3adBec4ead96c6f08a70bd273e Default Yes Manage Members = ~

Figure 3: Project Listing

Several projects already exist, including the admin project. These projects are deployed by default and generally
should not be modified.

Pull up the form to create a project by navigating to the Create Project button near the top right.
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Create Project

EOTICUECIR  Project Members  Project Groups

DomainID | default
Domain Name  Default
Name® | Development

Description Development project.

Enabled

®

Cancel | (SRR

Figure 4: Create Project Form

Under the Name field, specify a name for the project. This example project is called Development. There are tabs
for adding Project Members and Project Groups, but these are not covered for this demonstration. This guide later
explains how to create a user and attach it to this project. Click Create Project to finish creating the first project.

Once created, the project appears in the Project Listing page.

O Developmen Development project 235b086659214b183a901994999421f Default Yes Manage Members | +

Figure 5: Development Project Listed

Project Quotas

While in the project listing page, you can view and adjust quotas for this project as the admin user. Quotas are limits
on resources, like the number of instances for example.

To view the quotas for this project while in Identity -> Projects tab, find the drop down to the right with the first
option being Manage Members. From this drop down, click Modify Quotas to view the default quota values.

Development project 235b086659214b183a901994999421f Default Yes Manage Members | +

Modiy Groups
Heat stack user project 4a1ddSe7254e4610a546ed4ed9d 1 e0ac - Yes
Edit Project

View Usage
Heat stack user project 5¢5b8ae287bca6ad82996ec0c90c5d3a - Yes
—— Vodiy Quotas
Delete Project

Heat stack user project 886596bi1728403c91adb71967c3d9a6 - Yes

Figure 6: Modify Quotas

A form appears with several tabs and you are presented with the quotas for the Compute service. Quotas exist for
the Volume and Network services as well.

Edit Quotas

Instances * 10
VCPUs * 20
RAM (MB) * 51200
Metadata ltems * 128
Key Pairs * 100

ServerGrowps© | 10

RO EOEIDED

Server Group Members 10

Injected Files *

Ay

Injected File Content | 10240
(Bytes) *

Length of Injected File 255

g

Cened m

Figure 7: Edit Quotas
You may want to adjust the parameters in this form depending on your workload.

Note! — We have seen issues appears where an item, like an instance, cannot be created. This is often related to a
hard limit set for a specific quota. Typically the error message received indicates the quota has been reached.

Note! — Setting a value to - 1 means that quota is unlimited.
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How to Create a User and Associate with Project

With your first project created, you can now create and associate a user with it. The intention of this guide is to have
you create a user, associate it with the project created earlier, and then log out of Horizon as admin, and log back in
with the new user.

To create a user, first navigate as admin to Identity -> Users. By default, there are several users already listed, and
this is expected. These are created during cloud deployment and should generally not be modified.

TS openstack.  @admin~ & admin ~
Project
Identity / Users
Admin >
Users

Identity

Projects

User Name =+ Fiter ||+ Creata User

Groups  Displaying 16 tems

Roles O User Name Description Email User ID Enabled Domain Name Actions

Application Credentials O admin - f6727Mbe9be9410caa142413e231520 Yes Default Eat -
O glance - 0c018c742lc340d68d0fb3cB9ae08bal Yes Default Eat -
O cinder - 1432dca7d5540739786794af497b5c. Yes Default Eat -

O placemen - 620892a77584020b6bd856241706b2 Yes Default Edt v

Figure 8: User Listing

Next, load the form to create a user by navigating to Create User in the upper right of the screen.

Create User

Domain ID
Description:

Greate a new user and set related properties including the
Domain Name Primary Project and Role.

default

Default

User Name *

nick

Description

Email

Password *

ecceccoccoccoce ®
Confirm Password *

ecceccoccoccoce ®
Primary Project

Development -+
Role

member -
© Enabled

O Lock password

Figure 9: Create User Form

For this example, we set values for User Name, Password, Primary Project, and Role.

» User Name: Specify your user here

e Password: Set a unique, randomly generated password
e Email: Optional, but is useful for password resets

e Primary Project: Choose the project created earlier

* Role: This example selects the nenber role

For Role, there are several options, depending on the level of access required. The default OpenStack roles are
reader, member, and admin. Additional roles exist in the drop down, which is expected. This example sets the role
member for this user. For more about roles in OpenStack, see the latest Keystone Default Roles documentation.

Press Create User to create the user.

Next, log out of Horizon as admin, and log back in with your new user. Upon logging back in you are by default in the
newly created project. You can see the project you are currently in at the top left and your user can be seen at the
top right of Horizon.
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E openstack. = pevelopment - ——— — P anick~

Project
Project / Compute / Overview

API Access

Gompute . Overview

Instances  Limit Summary

images  Compute

Figure 10: New User Login

For the rest of this guide, we assume you are working out of the newly created project and using the user associated
with it.

Reference

OpensStack Victoria Horizon Administrator Guide
Manage and Upload Images in OpenStack Horizon

Introduction

This guide provides instructions for how to upload an image into OpenStack as well as create images out of an
existing instance. Images contain a bootable operating system that is used to create instances. Within your
OpenMetal Cloud, there are several different images that are readily available including CentOS, Debian, Fedora,
and Ubuntu. In addition to this, you have the option to upload images from other sources or create your images.
Images can either be built from ISO or images can be created out of snapshots of instances. This guide will walk you
through how to upload images to Glance through Horizon and how to create an image from an instance snapshot.

Managing Images

The primary tool for managing images is OpenStack’s Glance service. Glance uses Ceph to store images instead of
the local file system. You can upload images through Glance and uploaded images cannot be changed. For further
information on how to create and modify virtual images within OpenStack, view the Virtual Machine Image Guide.

To access images from within your Horizon Dashboard, navigate to the Projects tab. Within the projects tab, select
Compute and you are presented with the option to select Images. This tab contains a list of all your images within
OpenStack.

Project / Compute / Images

Images

Q x + Create Image

Displaying 11 items

Disk
o Name “ Type Status Visibility Protected Size
Format

O > Amphora (x64-haproxy-ubuntu-focal) Image Active Public No QCcow2 ;5: 7 Launch | ~

847.81

O > CentOS Image Active Public No Qcowz2 Launch | ~

1.22
O > CentOS 8 (el8-x86_64) Image Active Public No QCcow2 GB Launch | ~

Figure 1: Image List Within Horizon Dashboard

Uploading Images

Images can be uploaded through your Horizon dashboard. With our configuration, the recommended format for
images is QCOW?2 - QEMU emulator. QCOW?2 is the most common format for Linux KVM, expands dynamically,
and supports copy on write. In this section, we explain how to upload images through Horizon.

In order to upload an image on Horizon, you must first have the image locally on your machine. In this example, we
demonstrate uploading the CirrOS image. To download this image visit CirrOS Latest Download.

After downloading the image locally to your machine, navigate in your Horizon dashboard to Project -> Compute ->
Images, where you are presented with a list of options for managing images. To begin uploading this image, click the
Create Image button near the top right.
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Create Image
Image Detalls Image Details
Specity an image to upload to the Image Service.
Metadata Image Name Image Description
Cinos (0.5.2:x85_64) This s an image desciptor|
Image Source
File*
Ci05-0.5.2486_64-diskimg
Format™
QCOW2 - QEMU Emulator .
Image Requirements
Kernel Ramaisk
Choose an image v Choose an image v
Architecture Minimum Disk (G8) Minimum RAM (M2)
o 0
Image Sharing
Visibility Protected
private | Shared | Communty ves [ Mo
 Cancel PN . crcaie image

Figure 2: Creating an Image Within Horizon Dashboard

Create Image

Image Details Image Details

Specify an image to upload to the Image Service.
Metadata Image Name Image Description

Cirros CirrOS Operating System

Image Source

File*
Cirr0s-0.5.2-x86_64-disk.img
Format®

QCOW2 - QEMU Emulator v

Image Requirements

Kernel Ramdisk
Choose an image v Choose an image v
Architecture Minimum Disk (GB) Minimum RAM (MB)
0 g 4 3

Image Sharing
Visibility Protected

Private | Shared | Community =~ Public Yes | No

x Cancel < Back Next > v Create Image

Figure 3: Create Image Form

For this demonstration, we enter in values for the following fields:

* Image Name: Name of the image
» Image Description: Optional description of the image
* File: The source file on your machine

» Format: - For this example, we are using QCOW?2 - QEMU Emulator
Fill out the details as needed and submit the form. It may take some time to complete uploading the image.

Project / Compute / Images

Images

a Jaos | v | [

Displaying 1 item

Disk
o Owner Name + Type Status Visibility Protected Size
Format
o " 1555
0O > admin Cir0s Image  Active Shared No Qcow2 VB Launch  ~

Figure 3: CirrOS Image Listed in Horizon Dashboard
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Create Images From Running Instances

To create an image from a running instance, you must first create a snapshot of your instance. Once created, a
shapshot is a usable image within Glance that can create instances.

To create a snapshot in Horizon, navigate to Project -> Compute -> Instances and locate the Create Snapshot
option from the listed instance’s drop down menu. In the form that appears, enter a name for your snapshot.

Project / Compute / Instances

Instances

Instance ID =~ Filter | & Launch Instance More Actions ~
Displaying 20 items | Next »
Availability Power

O Instance Name Image Name IP Address Flavor Key Pair  Status Zone Task State Age \Acllons

o termaforniinstanc  CentOS 8 Stream (elg-x86_6 demo-
e @)

192168041 mismall m Active nova None  Running 1 week Create Snapshot | v

Figure 4: Create Snapshot Button Within Horizon Dashboard

Once your snapshot has been created, the snapshot name is added to your list of images. You can use this image to
launch new instances.

Reference

OpensStack Victoria Glance Documentation
How to Create an Instance in OpenStack Horizon

Introduction

With OpensStack, instances, or virtual machines, play a large role in a cloud’s workload. OpenStack provides a way to
create and manage instances with its compute service, called Nova. In this guide, we cover the preparatory steps
required to create an instance, including setting up a private network and router, creating a security group, and how
to add an SSH key pair. Then, we explain how to create an instance using Horizon.

Networking

In this section, we explain how to create a private network and router. The instance created later in this guide is
created on this private network. The router is created so the private network can be connected to your cloud’s public
network, allowing you to assign a floating IP address to it, making the instance accessible over the Internet. Next, we
cover where security groups can be found and managed. In these next few sections, we explain how to create the
components with a screenshot then follow up with an explanation of the details to fill out.

Create a Private Network

To create a private network, begin by navigating to Project -> Network -> Networks.

E openstack. = Development ~ & nick ~
Project
Project / Network / Networks
API Access

ommte Networks

Name =+ Filter ||+ Create Network
Displaying 1 item
O Name Subnets Associated Shared External Status Admin State Availability Zones Actions
O  Extema Internet 173.231.217.192/28 Yes Yes Active up

Displaying 1 item

Figure 1: Networks in Horizon

Load the form to create a network, by navigating to Create Network near the top right.
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Create Network

Subnet Subnet Detals

Network Name Create a new network. In addition, a subnet associated

Private with the network can be created in the following steps of
this wizard

® Enable Admin State @
@ Create Subnet
Availability Zone Hints @

nova

Figure 2: Network Tab

* Network Name: Set a name for the network. This example is called Private.
* Enable Admin State: Leave this checked to enable the network.
» Create Subnet: Leave this checked to create a subnet.

« Availability Zone Hints: Leave this option as default.
Next, move on to the Subnet tab of this form.

Create Network

Network Subnet Detals

Subnet Name Creates a subnet associated with the network. You need

private-subnet to enter a valid "Network Address" and "Gateway IP". If
You did not enter the "Gateway IP", the first value of a
Network Address @ network will be assigned by defautt If you do not want
gateway please check the *Disable Gateway" checkbox
192.168.0.1/24 Advanced configuration is available by clicking on the
*Subnet Details" tab.
1P Version
1Pva -
Gateway IP @

O Disable Gateway

Cancel || « Back

Figure 3: Subnet Tab

e Subnet Name: Set a name for the subnet. This example subnet is called private-subnet.

Network Address: Select a private network range. For example: 192. 168. 0. 1/ 24

* |P Version: Leave this as IPv4.

Gateway IP: This is optional. If unset, a gateway IP is selected automatically.

» Disable Gateway: Leave this unchecked.
Next, move on to the Subnet Details tab of this form.

Create Network

Network  Subnet [CEISEEETS

© Enable DHCP Specify additional attributes for the subnet.

Allocation Pools @

DNS Name Servers @

Host Routes @

Figure 4: Subnet Details Tab

« Enable DHCP: Leave this option checked.
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» Allocation Pools: Optional, can specify the range from which IPs are selected.
+ DNS Name Servers: Optional. Specify any DNS name servers here.

» Host Routes: Optional. Specify any host routes here.
Click Create to create the network. Once created, it appears in the list of networks.

Displaying 2 items
O Name Subnets Associated Shared External Status Admin State Availability Zones Actions
0 Prvate private-subnet 192.168.0.0/24 No No Active up nova Edit Network | ~

O Extemal Internet 173.231.217.192/28 Yes Yes Active up nova

Figure 5: Network Listing

Create a Router

You next need to create a router to bridge the connection between the private network and the public network. The
public network is called External.

To create a router, begin by navigating to Project -> Network -> Routers.

E openstack. = Development ~ & nick ~
Project
Project / Network | Routers

API Access

Compute > ROUters

Volumes >
Container Infra > Router Name =~ Filter |+ Create Router
Network . MName Status External Network Admin State Availability Zones Actions

Network Topology No items to display.

Networks

Security Groups
Load Balancers

Floating IPs

Figure 6: Router Listing

Load the form to create a router by navigating to Create Router near the top right.

Create Router

Router Name
Description:

Creates a router with specified parameters

Router
® Enable Admin State @
External Network

External -
Availability Zone Hints @

nova

[V Create Router

Figure 7: Create a Router

» Router Name: Set a name for the router here. This example router is called Router.
* Enable Admin State: Leave this checked to enable the router.
» External Network: Choose the network External.

» Availability Zone Hints: Leave this as the default.
Once complete, create the router by pressing Create Router.

Connect Router to Private Network

Next, connect the router to the private network, by attaching an interface. Performing this step allows network
communication between the Private and External networks.

To attach an interface to the router, first navigate to the list of routers and locate the one previously created.

Displaying 1 item

O Name Status. External Network Admin State Availability Zones Actions

O Route Active External up nova Clear Gateway |4
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Figure 8: Router List

Click the name of the router to access its details page. This is where the interface is attached. There are three tabs:
Overview, Interfaces, and Static Routes. To attach an interface, navigate to the Interfaces tab then load the form
to attach an interface by clicking Add Interface near the top right.

Project / Network / Routers / Router
Router

Overview terfaces  Static Routes

Name  Router
1D acba0284-19(7-4e9e-bdbe-a3b5275e624d
Description
Project ID  235b0866592¢4b1083a901994999d2ff
Status  Active
Admin State  UP
Availability Zones « nova

External Gateway

Network Name ~ External
Network ID 80719417
External Fixed IPs - Subnet I
« IP Address 173.231.217.198

SNAT  Enabled

Figure 9: Router Details

Add Interface

Subnet *
Description:

You can connect a specified subnet to the router.

Private: 192.168.0.0/24 (private-subnet) +

1P Address (optional) @ It you don't specify an IP address here, the gateway's

1P address of the selected subnet will be used as the IP
address of the newly created interface of the router. If
the gateway's IP address is in use, you must use a
different address which belongs to the selected subnet.

Gancel m

Figure 10: Attach Interface

» Subnet: Select the appropriate subnet. In this example, we choose the private-subnet.

» IP Address: Optional. Specify an IP if required, otherwise one is selected automatically.
Press Submit to attach the Private network to this router. The interface is then attached and now listed.

Displaying 1 item

O Name Fixed IPs Status Type Admin State Actions

Figure 11: Interface Listing

View Network Topology

Should you want to visually see the network topology for your cloud, navigate to Project -> Network -> Network
Topology.

Project / Network / Network Topology

Network Topology

Topology | Graph

s1Small | 22 Normal

Router

192.168.0.1

velo 089 6T

@ Launch Instance || + Create Network | + Create Router

Figure 12: Network Topology
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This figure indicates the External network is connected to the Private network through the router called Router.

Security Groups

Security groups allow control of network traffic to and from instances. For example, port 22 can be opened for SSH
for a single IP or a range of IPs. In this demonstration, we create a security group for SSH access. This security
group is then applied to the instance we later create.

To view and manage security groups, navigate to Project -> Network -> Security Groups.

= 3 Development ~ & nick ~
- <
Project
Project / Network / Security Groups
API Access

Compute , Security Groups
Volumes >

Container Infra > + Create Security Group

Network Displaying 1 item

O Name Security Group ID Description Actions
Network Topology

Networks O default 5cfae993-8e6b-48ce-aB36-5a1456976424 Default security group Manage Rules

Routers  Displaying 1 item

Security Groups

Load Balancers

Floating IPs

Figure 13: Security Groups

In this cloud, there exists a single security group called default. This security group restricts all incoming (ingress)
network traffic and allows all outgoing (egress) network traffic. When an instance is created, this security group is
applied by default. To allow the network traffic your instance requires, only open ports as required to just the needed
IP ranges.

Create an SSH Security Group

To create a security group for SSH, load the form by navigating to Create Security Group near the top right.

Create Security Group

Name *

Description:

Security groups are sets of IP filter rules that are applied

Description 1o network interfaces of a VM. After the security group is
created, you can add rules to the security group.

SSH

Create Security Group

Figure 14: Create Security Group Form

* Name: Specify a name for the security group. This example security group is called SSH.

» Description: Optional. Describe the security group if applicable.

Add Rule to SSH Security Group

After creating the SSH security group, we need to add a rule allowing SSH traffic. This example demonstrates
allowing SSH traffic from the first hardware node in this cloud to this instance.

Project / Network / Security Groups / Manage Security Group Rul

Manage Security Group Rules: SSH (589cafcf-fbe7-440c-
b19b-2f171a3e2cb0)

+ Add Rule

Displaying 2 items

O Direction Ether Type 1P Protocol Port Range Remote IP Prefix Remote Security Group. Description Actions

Figure 15: Manage Security Group Rules

To add a rule, load the form by navigating to Add Rule near the top right.
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To follow this example, obtain the IP address of the first hardware node of your cloud. You can find this using
OpenMetal Central under your cloud’s Assets Page. To be consistent, this guide assumes you are working with the
first hardware node’s IP address and the remaining instruction is created with that understanding.

Add Rule

Rule *

Description:

Rules define which traffic is allowed to instances assigned

Description @ to the security group. A security group rule consists of
three main parts:

SSH -

Allows SSH from 173.231.254.165

Rule: You can specify the desired rule template or use
custom rules, the options are Custom TCP Rule, Gustom
UDP Rule, or Gustom ICMP Rule.

Remote @ Open Port/Port Range: For TCP and UDP rules you may

CIDR . choose to open either a single port or a range of ports.
Selecting the *Port Range" option will provide you with

CIDR* @ space to provide both the starting and ending ports for the
range. For ICMP rules you instead specify an ICMP type

173.231.254.165/32 and code in the spaces provided

Remote: You must specify the source of the traffc to be
allowed via this rule. You may do 5o either in the form of
an IP address block (CIDR) or via a source group
(Security Group). Selecting a security group as the source
will allow any other instance in that securty group access
to any other instance via this rule

Gancel m

Figure 16: Add SSH Rule

* Rule: Select SSH. When adding rules you can choose from predefined options. In this case, we choose the
SSH rule from the first drop down.

» Description: Optional. Provide a description of the rule.
* Remote: Select CIDR.

» CIDR: Specify the IP address of your first hardware node.
Press Add to add this rule to the security group. This concludes creating the security group.

How to Create your First Instance

With the previous steps complete, almost everything is in place to create your first instance.
Prerequisites

SSH Public Key

An SSH public key is required to access an instance over SSH. This key is injected into the instance when created.
An SSH key cannot be added to an already running instance.

For this guide, we are arranging it so this instance can be accessed over SSH from one of the cloud’s hardware
nodes. Due to this, you must create an SSH key pair in one of the hardware nodes. The public portion of that key pair
is associated with the instance created later in this guide. To learn how to create this key pair, see the supplementary
guide: Create SSH Key Pair for an OpenStack Control Plane Node.

Operating System Image

Several operating system images are available with which to create instances. To view available options, navigate to
Project -> Compute -> Images. To upload your own images, see How to Upload Operating System Images using
Horizon.

Create your First Instance

To create the first instance, begin by navigating to Project -> Compute -> Instances.

E openstack. = Development ~ & nick ~

Project
Project / Compute / Instances

API Access

Computo . Instances

Overview

Instance 1D =+ Fiter || @ Launch Instance

Images  Instance Name Image Name 1P Address Flavor Key Pair Status Availability Zone Task Power State Age Actions
Key Pairs No items to display.

Server Groups

Figure 17: Instances
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Pull up the form to create an instance by navigating to Launch Instance near the top right.

Launch Instance

Please provide the initial hostname for the instance, the availabiliy zone where it wil be deployed, and the instance L2
Details
count. Increase the Count to create multple instances with the same settings.

Instance Name * Total Instances
(10 Max)
Jumpstation
Flavc
Description 10% M0 Current Usage
1 Added
Jumpstation instance 9 Remaining

Availability Zone

nova v

Count *

x Cancel <Back | Next>

Figure 18: Instance Details

Instance Name: Set a name for the instance. This example instance is called Jumpstation.

» Description: Optional. Set a description if this applies.

Availability Zone: Leave as the default, which is nova.

« Count: Controls the number of instances spawned. This example creates a single instance.
Next, move to the Source tab allowing you to specify an operating system image.

Launch Instance

(]

Instance source s the template used to create an instance. You can use an image, a snapshot of an instance (image
snapshot), a volume or a volume snapshot (if enabled). You can also choose to use persistent storage by creating a

new volume.
Select Boot Source Create New Volume

Details

Flave Image v Yes  No
Networks * Volume Size (GB) * Delete Volume on Instance Delete
2 5 Yes | No
Allocated

Displaying 1 item

Name Updated size Type Visibility

> CentOS 8 Stream (el8-x86_64) 11/2/21 6:49 PM 126GB QCOW2  Public v

Displaying 1 item

er Hin
v Available Soeetone
Q x
Displaying 8 tems
Name Updated Sze  Type  Visibility

1221648 35997

> Amphora (x64-haprowy-ubuntu-ocal) Qcowz  Public »
PM VB
1221649 84781

> CentoS 7 (el7x86_64) o i Qcowz  Public -

> CentOS 8 (el8x86_64) LPRIE 12268 aoowa Pubic +

Figure 19: Instance Source

» Select Boot Source: In this example, we use Image as the boot source.

e Create New Volume: Leave this checked as Yes. This creates a new Cinder volume where the specified
operating system image is copied into it. The volume ultimately exists with the Ceph cluster, in the vns pool.

» Volume Size: Allow the system to determine this for you.

» Delete Volume on Instance Delete: Leave this option set as No. If checked, when the instance is deleted, the
volume is as well.

Under the Available section, select the appropriate operating system. This example uses
Cent OS 8 Stream (el 8-x86_64).

This concludes configuring the instance’s source. Next, move to the Flavor tab.
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Figure 20: Instance Flavor

Flavors are a way to define the VCPUs, RAM, and Disk space used by an instance. Pre-built flavors are available for
you. For this step, select an appropriate flavor from the options under the Available heading. This example uses the

ml. smal | flavor.

Next, move to the Networks tab.

Launch Instance
— Flavors manage the sizing for the compute, memory and storage capacity of the instance. L2
Allocated
Name  VCPUS ~ RAM  TotalDisk  RootDisk  EphemeralDisk  Public
> mismal 1 4GB 25GB 25GB 0GB Yes .
v Available Selectone
Q x
Name VCPUS  RAM Total Disk  RootDisk  Ephemeral Disk  Public
> gptnano 1 512MB  10GB 10GB 0GB Yes »
> gptmico 1 1GB  25GB 25G8 0GB Yes »
. > clmico 2 268 25GB 25GB 0GB Yes »
heduler Hint

Launch Instance
I Networks provide the communication channels for instances in the cloud. L2
v Allocated Select netuworks from those lsted below:
Network  Subnets Associated Shared  Admin State Status
Flav
$1 > Privae private-subnat No U Active .
v Available Select at st one network
Q x
Network Subnets Associated Shared Admin State Status
> External Intemet Yes U Active -
Configuration

Figure 21: Instance Networks

In this section, you specify the network with which the instance is associated. For this example, select the Private
network created previously. You can choose the External network as well, but this is generally recommended
against in favor of using a floating IP should your instance require Internet connectivity.

Note! Only expose portions of your network as necessary. This reduces the attack surface and improves application
security. If a private network is not created and an instance is created in a default cloud, it is associated with the
External network. This means the instance consumes a public IP and it could be reached over the Internet.

Next, skip over the Network Ports tab and move to the Security Groups.

Launch Instance
— Select the security groups to launch the instance in. L2
v Allocated
Displaying 2 items
Flavor Name Description
> default Default security group. v
> SsH v
Displaying 2 items
ey Pai
Vv Available Select one or more
Q x
Displaying 0 items
Name Description
etadata No items to display.
Displaying 0 items

Figure 22: Instance Security Groups

This is where you select security groups
Availalble section.

for the instance. This example uses the SSH security group in the

As the final step, move to the Key Pair tab.
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Launch Instance

(]

Akey pair allows you to SSH into your newly created instance. You may select an existing key pair, import a key pair,
o generate a new key pair

+ Create Key Pair | & Import Key Pair

. Allocated —

Displaying 0 items

Name Type Fingerprint

Select a key pair from the available key pairs below.

Displaying 0 items

m v Available Select one

Figure 23: Instance Key Pair

In this section, you specify an SSH public key to inject into the instance. You can upload your key at this stage using
this form using the Import Key Pair button. For this demonstration, we use Import Key Pair to import the existing
SSH public key created previously for one of the control plane nodes.

Import Key Pair

Key Pairs are how you login to your instance after itis launched. Ghoose a key pair name you will recognize and paste
your SSH public key into the space provided

Key Pair Name *
relaxed-flamingo-key
Key Type *

SSH Key v

Load Public Key from a file

[Browse... | No file selected.
Public Key * (Modified) Content size: 752 bytes of 16.00 KB

ssh-rsa
AAAAB3

2EAAAADAQABAAACAQD]XSWaO-+Md8y]DjHguhjuNokgABR/GCRB]1dxUDJAdjWKICTZ

 Cancel & Import Key Pair

Figure 24: Import Key Pair Form

e Key Pair Name: Set a name for the SSH public key. This example public key is called
r el axed-f | am ngo- key.

» Key Type: This example uses an SSH Key key type.
» Load Public Key from a file: Specify the location of the public key on your machine.

e Public Key: Here you can paste in the public key.

Once the public key is imported, create the instance by pressing Launch Instance.
Note! — We skip some sections of the instance creation form as they are not required for this demonstration.

The instance goes through a build process. Allow a few minutes for this to occur. When complete, the instance
appears in the Instances Listing page.

Displaying 1 item

O Instance Name Image Name IP Address Flavor Key Pair Status. Availability Zone Task  Power State Age Actions

0 Jumpstation - 192.168.0.200 m1.smal relaxed-flamingo-key Active nova None  Running 0 minutes Greate Snapshot |

Figure 25: Instance Listing

Assign and Attach Floating IP

The instance created previously is associated with a private network. Presently, the only way to access this instance
is to connect to it from with the cloud’s hardware nodes. Another option for connecting is to use a floating IP. In this
section, we demonstrate how to allocate a floating IP and attach it to this instance.

To allocate a floating IP, first navigate to Project -> Network -> Floating IPs.
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= evelopment + nick
: K. = Devel & nick
Project
Project / Network / Fioating IPs
API Access

Compute , Floating IPs

Volumes >
Container Infra > Floating IP Address = Filter | % Allocate IP To Project
Network . IPAddress Description Mapped Fixed IP Address Pool Status Actions
Network Topology No items to display.
Networks
Routers

Security Groups

Load Balancers

Figure 26: Floating IPs Listing

Next, load the form to allocate a floating IP by pressing Allocate IP to Project.

Allocate Floating IP

Pool *
Description:

Allocate  floating IP from a given floating IP pool

External -

Description

Project Quotas

Fioating IP

Jumpstation's 1P

Cancel | [T

e Pool: Select External for the allocation pool.

» Description: Optional. Set a description for the floating IP.
Press Allocate IP to add this floating IP address for use.

Next, in the same section, allocate the IP to the Jumpstation instance by clicking the Associate button at the far
right.

Displaying 1 item

O IP Address Description Mapped Fixed IP Address Pool Status Actions

O 173231217.202 Jumpstation's IP - External Down Associate |~

Figure 27: Associate Floating IP

Manage Floating IP Associations

IP Address Select the IP address you wish to associate with the

173.231.217.202 -+ selected instance or port.

Port to be associated *

Jumpstation: 192.168.0.200 -

Gancel

Figure 28: Manage Floating IP Associations

» IP Address: This field comes pre-selected with the floating IP so there’s no need to change anything here.

» Port to be associated: Select the instance created previously. In this case, we use the Jumpstation instance.

This concludes allocating the floating IP to the instance. This instance is now accessible over SSH from the first
hardware node of your cloud.

How to Install and Use OpenStack’s CLI

Introduction

Your OpenMetal Private Cloud can not only be managed through a web browser, but also through the command line
using OpenStack’s CLI called OpenStackClient. Using the command line to manage your cloud introduces more
flexibility in automation tasks and can generally make an administrator’s life simpler. In this guide, we introduce you
to the command line method of managing your cloud by explaining how to install and use OpenStackClient.
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How to Install OpenStackClient

Prerequisites

* A Linux machine in which you can install OpenStackClient. This can be your own machine, the cloud’s
hardware nodes, or an instance running in the cloud.

Python 3.6 or greater
OpenStack RC file

» cl ouds. yani file

Install OpenStackClient

In this section, we demonstrate the initial preparation and installation of OpenStackClient to the previously created
Jumpstation CentOS 8 Stream instance.

Initial Preparation
Before installing OpenStackClient, you must obtain two files from Horizon, which are required to prepare your shell
environment. Those two files are cl ouds. yan and the OpenStack RC file.

e cl ouds. yanl : Used as a source of configuration for how to connect to a cloud

» OpenStack RC file: Used as a source of authentication for your user and project

To collect these files, log in to Horizon as your user. Navigate to Project -> APl Access to download the OpenStack
cl ouds. yanml and the QpenSt ack RC files to your machine. When you navigate to Project -> API Access and
collect these files, they are associated with the current user and project that user is in.

-
s openstack.  ® Development - & nick ~
Project v
Project / API Access

Compite API Access

Volur

nainer Infra ® View Credentials || Download OpenStack RC File »

& OpenStack clouds.yaml File

& OpenStack RC File
Service Service Endpoint

Alarming hitp://173.231.254.164:8042

Cloudformation hitp://173.231.254.164:8000/v1

>
>
>
Network 5 Displaying 16 items >
o >
>
>

Compute hitp://173.231.254.164:8774/v2.1

Figure 1: API Access

This example acquires the cl ouds. yam and OpenStack RC file for the user nick and that user’s primary project,
Development.

Prepare and Install OpenStackClient

Next, use SSH to log in to the instance created previously. If you created your instance by following the guide, How
to Create an Instance in OpenStack Horizon, then this instance can only be accessed from one of your control plane
nodes.

Step 1: Prepare cl ouds. yam and OpenStack RC files

The cl ouds. yan file obtained previously must be prepared in this instance. For this demonstration, cl ouds. yam
is located as ~/.confi g/ openst ack/cl ouds. yam in this instance. Copy the contents of cl ouds. yam
obtained from Horizon and store it as ~/ . confi g/ openst ack/ cl ouds. yan .

For example:
# Create the following directory
$ nkdir -p ~/.config/openstack

# Copy clouds.yanml into this file
$ vi ~/.config/openstack/cl ouds. yan
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Note — The cl ouds. yani file can be placed in several locations. For more see the Configuration Files heading of
OpenStack Victoria's documentation.

Next, copy the contents of your OpenStack RC file, in our case called ~/ Devel opnent - openr c. sh, into the
instance. This file can be placed anywhere and in this example, the file is stored in the cent os user's home
directory.

For example:

$ vi ~/ Devel oprent - openr c. sh

Step 2: Create a Python virtual environment
This environment is created so as to not interfere with the system’s Python version.

In a default CentOS 8 Stream installation, the system’s Python executable is / usr /| i bexec/ pl at f or m pyt hon
and is what will be used to create the virtual environment.

Use/usr/|i bexec/pl atform pyt hon -m venv ~/venv to create a virtual environment in path ~/ venv.
For example:

$ /usr/libexec/platformpython -mvenv ~/venv

Step 3: Activate the Python virtual environment
Use sour ce ~/venv/ bi n/ acti vat e to activate the virtual environment.
For example:

$ source ~/venv/bin/activate

Step 4: Upgrade pi p

Before installing OpenStackClient and to aid in a smooth installation, upgrade pi p. Upgrade pi p by using
pip install --upgrade pip.

For example:

$ pip install --upgrade pip

Step 5: Install OpenStackClient
With everything prepared, OpenStackClient can be installed.

Note! — There exist two OpenStackClient packages: pyt hon- openst ackcl i ent and openst ackcl i ent. We
recommend using pyt hon- openst ackcl i ent because it is maintained much more frequently than the prior
package.

Install OpenStackClient using:

$ pip install python-openstackclient

Step 6: List servers associated with your project
For an initial command, list the servers associated with your project by running openst ack server |ist.
For example:

$ openstack server |ist

| ID | Nare | Status | Networks
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| 3bb6f079-90d3-4233-9400- 94ef 49c34a34 | Junpstation | ACTIVE | Private=173.231.217. 202,

Here, we can see the server created in the previous guide.

Command Structure

When using OpenStackClient, there is typically a common command pattern for what you want to accomplish. All
openst ack commands begin with openst ack. You can execute openst ack by itself to enter into a shell, where
commands no longer need to be prefixed by openst ack:

(venv) [root @ovel y-1adybug ~]# openstack
(openst ack)

List all Available Subcommands

Use openst ack --hel p to list all available subcommands. You initially see all the flags you can pass, but after
scrolling a bit, the subcommand list starts:

Conmands:

access rule delete Delete access rul e(s)

access rule list List access rules

access rule show Display access rule details

access token create Create an access token

acl delete Delete ACLs for a secret or container as identified by its href. (py
t hon- bar bi cancl i ent)
[...output truncated...]

Learn more about a Subcommand
After seeing available commands, learn more about a command by using openst ack hel p <command>.
For example, to learn more about the openst ack server command, use openst ack hel p server:

$ openstack hel p server
Conmand "server" matches:
server add fixed ip
server add floating ip
server add network
server add port
server add security group
[...output truncated...]

List Items and Show Details

It is very common when using OpenStackClient to list items and the command form is typically
openstack <subconmand> |ist. For example, openstack server |ist, lists all servers for the currently
configured project.

Furthermore, more information about an item can be  found by typically  running
openstack <subconmmand> show <itenp. For example, openst ack server show Junpstati on shows
the details about the instance named Jumpstation.

Enable Bash Autocompletion

By default, shell autocompletion is not enabled for the pyt hon-openstackclient package. To view the
autocompletion Bash script, use openst ack conpl et e. To make the autocompletion persist, store the output of
openstack conpl et e into/etc/ bash_conpl etion. d/ osc. bash_conpl et i on and reload your shell.

For  example, we print  the autocomplete configuration and redirect  its output  to
[ etc/ bash_conpl eti on. d/ osc. bash_conpl eti on usingt ee:

$ openstack conplete | sudo tee /etc/bash_conpletion.d/ osc. bash_conpletion > /dev/null
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Next, either log out and back in to your shell or use sour ce to load the autocompletion script for your current shell.
For example:

$ source /etc/bash_conpl etion. d/ osc. bash_conpl eti on

Reference

OpenStack Victoria OpenStackClient Documentation
Create SSH Key Pair for an OpenStack Control Plane Node

Introduction

In this guide, we explain how to create an SSH key pair within one of your cloud’s control plane nodes.
How to Create an SSH Key Pair

Prerequisites

Before beginning, ensure you have SSH access as r oot to your cloud’s control plane nodes.

Create the Key Pair
Step 1 - Log in to a control plane node

To begin, connect to one of your cloud’s control planes nodes with SSH as r oot . This example connects to the
control plane node identified by 173. 231. 254. 165.

For example:

$ ssh root @73. 231. 254. 165
Activate the web console with: systenttl enable --now cockpit.socket

Last login: Mon Nov 8 16:53:30 2021 from 173. 231. 218. 25

Step 2 — Create the key pair

Next, use ssh- keygen to generate an SSH key pair. This example demonstrates creating a key pair of size 4096
bits, specified by ssh- keygen -b 4096. The private key is saved in the default location of / root /. ssh/i d_rsa
and for additional security, a passphrase is set.

For example:

[root @ el axed-fl ami ngo ~]# ssh-keygen -b 4096

Cenerating public/private rsa key pair.

Enter file in which to save the key (/root/.ssh/id_rsa):

Ent er passphrase (enpty for no passphrase):

Ent er same passphrase again:

Your identification has been saved in /root/.ssh/id _rsa.

Your public key has been saved in /root/.ssh/id_rsa. pub.

The key fingerprint is:

SHA256: i SR1IQX Rn5WWsRI ki nfi W VIPW nOoV8Ht xLLs6wWA7i Q r oot @ el axed-fl am ngo. | ocal
The key's randomart image is:

+---[ RSA 4096]----+

| 0=.. .0.%**=|
| 0. 00 *o0o0=|
| .. 0+ *F=F|
| 00 . @ *=|
| 0SS + @of
| Eo. . =o0 |
| + .0 |
|
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Step 3 — View contents of public key

To view the contents of the public key, use cat /root/.ssh/id_rsa. pub. If the key was saved in another
location, be sure to use the appropriate file.

For example:

[root @el axed-flam ngo ~]# cat /root/.ssh/id_rsa. pub
ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAACAQD xSWAO+Mi8yj D Hguhj uNokgA8R/ GcRBj 1dxUDJAd) wkt C7ZI PxQOL

To have access to another machine, this public key needs to exist within the file ~/ . ssh/ aut hori zed _keys. For
the sake of this series of guides, this public key is injected into the instance created within How to Create an Instance
in OpenStack Horizon

Conclusion

This concludes the steps needed to create an SSH key pair for one of your cloud’s control plane nodes.

Day 2

Day 2 initially explains briefly how your Private Cloud was deployed. Next we cover OpenStack administration by
explaining how to perform maintenance tasks for your cluster’s hardware nodes.

How Private Clouds are Deployed

Introduction

This section details how your Private Cloud was deployed and provides supplemental information regarding your
environment. OpenStack can be deployed in several different ways and this section highlights the characteristics of
your Private Cloud. We also explain some of the advantages for this type of deployment and areas that are unique to
OpenMetal.

Initial Deployment

In OpenMetal, OpenStack is containerized through Docker using Kolla Ansible. This is done through an initial
deployment container called FM-Deploy. FM-Deploy provides the initial setup changes during the provisioning
process of your Private Cloud. The FM-Deploy Container is a necessary part of the current architecture of your
Private Cloud. The FM-Deploy Container should remain running in your Private Cloud as it is used by our systems in
the event you want to add or remove nodes from your cloud.

Containerization of OpenStack

OpenMetal uses Kolla Ansible to set up Docker containers for all running services. Should you need to make any
configuration changes to your nodes, Kolla Ansible should be used to push these changes. If Kolla Ansible is not
used then there is a risk of these changes being reverted during any system updates.

Advantages of Containerization Through Docker

« Containers create an isolated environment reducing software dependencies
» Containers can be scaled and allow for services to balance across your cluster
» Containers provide increased flexibility for test releases, patches, and automation

« Containers have a consistent and repeatable deployment and a shorter initialization time
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Disk Storage and Ceph

In OpenMetal, disk storage is provided through Ceph. Ceph is an object storage interface that can provide interfaces
for multiple different storage types on a single cluster. In OpenMetal Ceph is comprised of two elements object
storage and block storage:

Object Storage

Ceph Object storage utilizes Ceph Object Storage Gateway daemon (RADOSGW). With OpenMetal clouds, Ceph’s
RGW replaces Swift so there is no Docker container for Swift. Instead, Swift endpoints are connected directly to the
RGW. Authentication for RGW is handled through Keystone in / et ¢/ ceph/ ceph. conf .

Block Storage

Ceph Block storage connects to the Cinder service utilizing Ceph’s RADOS Block Device. Within your cloud, those
objects are stored in Ceph pools. Ceph provides a layer of abstraction that allows objects to be recognized as blocks.

Advantages of using Ceph

e Data is self-healing and will redistribute data across your cluster in the event of power, hardware, or
connectivity issues

 Data is replicated and highly available

e Ceph has the ability to run on commodity hardware and to mix hardware from different vendors

Introduction to Ceph

Introduction

Ceph is an open-source, distributed storage system that provides object, block and file storage interfaces from a
single cluster. In this guide we give a high-level overview of Ceph’s services and how they are used in your
OpenMetal Private Cloud.

Advantages of Ceph

See Ceph’s Benefits page for a more complete understanding of the benefits Ceph provides.

Data Resiliency

With Ceph, your data storage is resilient either through the use of replication or erasure coding. In our configuration,
replication is used to create multiple copies of data. Data is replicated at the host level. A Private Cloud is deployed
with three hosts. With our Ceph configuration, you could lose two hosts and still have all of your Ceph cluster’s data.

Ceph Scales Extremely Well

Ceph is designed to scale horizontally into Petabyte figures.

Disadvantages of Ceph

Data access times are not as quick compared to accessing data directly from a disk. Should your workload require
very fast disk reads and writes, consider using a compute only node, where instances can be spun up on local,
LVM-backed storage.

For more, see Spin up an Instance with Ephemeral Storage.

Ceph Version Used by Private Clouds

With current Private Cloud deployments, Ceph’s Octopus release is used.

View Disk Usage of the Ceph Cluster

For more, see the guide on How to Check Ceph’s Status and Disk Usage.
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Default Configuration for the Ceph Cluster

Core Ceph services are deployed to each control plane node upon initial cloud deployment. This means each node
comes installed with Ceph’s Monitor, Manager, Object Gateway (RADOSGW), and Object Storage Daemon (OSD)
services. Each node’s secondary NVMe drive backs a Ceph OSD. Our Ceph deployments are configured with
host-level replication of data. Your cloud can lose all but one host and still retain all of the Ceph cluster’s data.

Default Ceph Pools
By default, your Ceph cluster’s data storage is logically divided into pools, a concept associated with Ceph.

From a control plane node as root, we use ceph osd | spool s to list the default pools associated with a Private
Cloud:

device_health _netrics
i mages

vol urmes

VITE

backups

netrics

mani | a_dat a

mani | a_net adat a

. rgw. r oot

10 default.rgw | og

11 default.rgw control
12 default.rgw neta

13 defaul t. rgw buckets. index

O©CoO~NOOOUIP,WNPE

Next, we explain the purpose of some of the Ceph pools.

Pool: images

Operating System images maintained by Glance are stored in this pool

Pool: volumes

Cinder stores any volumes created by your cloud in this pool.

Pool: vms

When you spin up a volume-backed instance, Nova is configured to create a volume for that instance in this pool.

Pool: backups

Cinder stores volume backups within this pool.

Swift and Cinder Ceph Configuration
With Private Clouds, Swift and Cinder are the services configured to connect to Ceph.

Swift, OpenStack’s Object Storage service, connects directly to the Ceph cluster. With our setup you will not see
configuration for Swift in a place like / et ¢/ kol | a/ swi ft. This configuration is instead handled by Ceph directly
and can be viewed through / et ¢/ ceph/ ceph. conf.

Cinder, OpenStack’s Block Storage service, is also configured to connect to Ceph. With Cinder, the are several
services, of which ci nder - vol ume and ci nder - backup are connected to Ceph. The Ceph configuration for each
service can be viewed through [ etc/ kol | a/ ci nder - vol ume/ ci nder. conf and
[ et c/ kol | a/ ci nder - backup/ ci nder. conf.
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Reconfiguring your Ceph Cluster

WARNING! — Our current deployment system deploys a Private Cloud with a known working state. Should you
deviate from this state by adjusting your cloud’s Ceph configuration you can no longer safely use the functions in
OpenMetal Central to add nodes to your cloud or add IP blocks. Should you use these functions, any custom
configurations to Ceph will be reverted. We are working on rolling out a new deployment system allowing custom
cloud configurations. We can still add new nodes and IP blocks to your cloud but must do so manually. Please reach
out to your Account Manager should this apply to you.

Your Ceph cluster was deployed using Ceph Ansible. Any configuration changes must be made using Ceph Ansible.
For more information, see How to Prepare and Use Ceph Ansible.

How to Check Ceph’s Status and Disk Usage

Introduction

Ceph was selected as the storage solution for Private Cloud Core OpenStack clouds due to its ability store data in a
replicated fashion. The data stored in the Ceph cluster is accessible from any of your cloud’'s control plane nodes.
The storage is considered shared across all nodes, which can make recovering an instance and its data trivial. As an
administrator of this cloud, we aim to provide you information about how you can check the status of your Ceph
cluster and see available disk usage using the command line.

Prerequisites

» Root access to your cloud’s control plane nodes

Check Ceph Status

To check the status of your Ceph cluster, use ceph st at us.

For example:
# ceph status
cluster:
id: 34f a49b3-f f f 8- 4702- 8b17- 4e8d873c845f

heal t h: HEALTH OK

servi ces:
non: 3 daenobns, quorum rel axed-fl am ngo, f ocused- capybara, | ovel y-1 adybug (age 2w)
ngr: rel axed-flam ngo(active, since 2w), standbys: focused-capybara, |ovely-Iadybug
osd: 4 osds: 4 up (since 3d), 4 in (since 3d)
rgw. 3 daenons active (focused-capybara.rgwd, |ovely-Iadybug.rgwd, relaxed-flan ngo.rgwC

task status:

dat a:
pool s: 13 pools, 337 pgs
obj ects: 69.28k objects, 250 G B
usage: 724 G B used, 11 TiB/ 12 TiB avail
pgs: 337 active+cl ean

i 0
client: 121 KiB/s rd, 1.2 MB/'s w, 137 op/s rd, 232 op/s w
Check Ceph Disk Usage
To check the available disk space in your Ceph cluster, use ceph df .
For example:

# ceph df
--- RAW STORAGE - - -
CLASS SIZE AVAIL  USED RAW USED 9%RAW USED
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ssd 12 TiB 11 TiB 720 GB 724 GB 6. 08

TOTAL 12 TiB 11 TiB 720 GB 724 G B 6. 08

--- POALS ---

POOL ID PGS STORED OBJECTS USED WSED MAX AVAI L
device_health_netrics 1 1 286 KiB 4 858 KiB 0 3.4 TiB
i mages 2 32 7.6 GB 1. 02k 23 GB 0.22 3.4 TiB
vol unmes 3 32 88 GB 23.6lk 264 GB 2.45 3.4 TiB
Ve 4 32 144 GB 39.92k 433 GB 3.96 3.4 TiB
backups 5 32 0B 0 0B 0 3.4 TiB
netrics 6 32 25 MB 4.49k 127 M B 0 3.4 TiB
mani | a_dat a 7 32 0B 0 0B 0 3.4 TiB
mani | a_net adat a 8 32 0B 0 0B 0 3.4 TiB
. rgw. r oot 9 32 3.6 KiB 8 96 Ki B 0 3.4 TiB
default.rgw. | og 10 32 3.4 KB 207 384 Ki B 0 3.4 TiB
defaul t.rgw control 11 32 0B 8 0B 0 3.4 TiB
defaul t.rgw. neta 12 8 954 B 4 36 KiB 0 3.4 TiB
defaul t.rgw buckets.index 13 8 2.2 MB 11 6.6 MB 0 3.4 TiB

OpenStack Hardware Node Maintenance

Introduction

Software in the OpenStack ecosystem evolves over time, either through new feature additions, bug fixes, or when
vulnerabilities are patched. Part of operating an OpenStack cloud involves maintaining its software through updates.
In this guide, we explain how to perform operating system updates to your cloud’s control plane nodes. Additionally
we detail how to deploy the latest OpenStack service images using Kolla Ansible.

Prerequisites

Before getting started, ensure the following requirements are met:

* Root access to hardware nodes
» Ansible experience
 Linux command line experience

* How to work with Kolla Ansible

How to Perform Operating System Updates

Private Clouds use CentOS 8 as the operating system running each control plane node. This section explains how to
perform operating system updates for any Private Clouds running CentOS 8.

Before Performing OpenStack Maintenance

Operating system updates to a control plane node can be disruptive to any workload you may have running on it.
Before performing maintenance on a control plane node you may want to migrate your workload or any instances
hosted on it to another compute node. Instances can be migrated using Horizon or through the command line, using
OpenStackClient. For information on how to migrate instances, see How to Live Migrate Instances Using Horizon.

When performing updates to control plane nodes, maintenance should occur one node at a time.

Getting Started

To get started, login as root over SSH into a node requiring maintenance. Next, the following commands are used to
update the operating system:

systenctt!| disabl e docker. socket
systentt!| stop docker.socket
systenct!| disabl e docker.service
systentt| stop docker service
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dnf upgrade
r eboot

Each command needs to be run in order. Once updates are complete through DNF, reboot the hardware node.
When the first node restarts successfully and has rejoined the OpenStack and Ceph clusters, move on to the next
node and perform the same steps until no nodes remain.

The following demonstrates running the above commands in detail.

Disable Docker socket
Use systentt!| disable docker. socket to disable the Docker socket.
For example:

[root @miling-pelican ~]# systenttl disable docker.socket
[root @miling-pelican ~]#

Running this command returns no output and has succeeded.

Stop Docker socket
Use systentt!| stop docker.socket to stop the Docker socket.
For example:

[root @m |ing-pelican ~]# systenttl stop docker.socket
[root @m |ing-pelican ~]#

Running this command returns no output and has succeeded.

Disable Docker service
Use systentt!| disabl e docker. servi ce to disable the Docker service.
For example:

[root @m |ing-pelican ~]# systenttl disable docker.service
Renoved /etc/systend/systeninulti-user.target.wants/docker. service.

Stop Docker service
Use systentt!| stop docker. servi ce to stop the Docker service.
For example:

[root @m |ing-pelican ~]# systenttl stop docker.service
[root @m |ing-pelican ~]#

Running this command returns no output and has succeeded.

Update DNF
Use dnf upgr ade to update the package manager.
For example:

[root @nmiling-pelican ~]# dnf update
Last netadata expiration check: 0:11:51 ago on Tue 17 Aug 2021 02: 30:48 PM UTC.
Dependenci es resol ved.

Package Architecture  Version Repository S
Upgr adi ng:

containerd.io x86_64 1.4.9-3.1.el8 docker 30
docker-ce x86_64 3:20.10.8-3.¢el8 docker 22
docker-ce-cli x86_64 1:20.10.8-3.¢el 8 docker 29
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docker-ce-root| ess-extras
epel -rel ease

Transacti on Sunmary

x86_64 20.10.8-3.¢el 8
noar ch 8-11.¢el 8

Upgrade 5 Packages

Total downl oad size: 86 M
Is this ok [y/N:

[...output truncated...]

Upgr aded:

containerd.io-1.4.9-3.1. el 8. x86_64
docker-ce-cli-1:20.10.8-3.¢el 8. x86_64

epel -rel ease-8-11. el 8. noarch

Conpl et e!
Reboot the node

Use r eboot to restart the node.

For example:

[root @m |ing-pelican ~]# reboot
Connection to node3 closed by renmote host.

Connection to node3 cl osed.

Use pi ng to watch for when the node comes back online.

For example:

$ pi ng node3

PI NG node3 (173.231.217.231) 56(84) bytes of data.

64 bytes from node3 (173.231.217.231): icnp_seq=1 ttl=60 tine=12.1 ns
64 bytes from node3 (173.231.217.231): icnp_seq=2 ttl=60 tine=13.9 ns
64 bytes from node3 (173.231.217.231): icnp_seq=3 ttl =60 tine=15.1 ns

Note! — If a node fails to come back online, please contact support for assistance.

Verify successful reboot

When the node comes back online, SSH into it to verify the OpenStack Docker containers have started and to check

Ceph'’s cluster status.

To verify the Docker containers have started, use docker

running. Under the STATUS column, each container should reflect the status Up.

For example:

[root @m |ing-pelican ~]# docker ps

CONTAI NER | D | MAGE

6f 7590bc2191 har bor . i mhadmni n.
67a4d47e8c78 har bor . i mhadmni n.
af 815b1dchb5d har bor . i mhadmni n.
a52ab61933ac har bor . i mhadmni n.
[...output truncated...]

net/ kol | a/ cent os-binary-tel egraf:victoria

docker-ce-3: 20. 10. 8- 3. el 8. x86_64
docker-ce-root| ess-extras-20. 10. 8- 3. el 8. x86_64

ps. You should see a number of Docker containers

net/ kol | a/ cent os- bi nary-wat cher-api:victoria
net/ kol | a/ cent os- bi nary-wat cher - engi ne: victori a
net/ kol | a/ cent os- bi nary-wat cher-applier:victoria

Next, if this node is part of a Ceph cluster, check Ceph'’s status using ceph st at us.

For example:
[root @m |ing-pelican ~]# ceph

cluster:
id: 06bf 4555- 7c0c- 4b96-

35

st at us

a3b7- 502bf 8f 6f 213



Table of Contents

heal t h: HEALTH K
[...output truncated...]

The above output shows the status as HEALTH_OK; indicating the Ceph cluster is healthy. Ceph is naturally resilient
and should recover from a node being rebooted.

How to Obtain Latest OpenStack Images using Kolla Ansible

OpenStack has been deployed using Kolla Ansible. Kolla Ansible deploys OpenStack services as Docker images.
These images may need updates periodically. This section explains how to pull the latest images and deploy them.

Getting Started

To get started, first login to a node requiring maintenance as root over SSH. Next, ensure you have prepared a Kolla
Ansible environment.

With Kolla Ansible prepared, this section explains how to pull the latest Kolla images.

Pull latest Kolla Ansible images
Using Kolla Ansible, pull down the latest images using kol | a- ansi bl e -i <path-to-inventory> pull.

The inventory file used is / et ¢/ f m depl oy/ kol | a- ansi bl e-i nvent ory.

For example:
$ kolla-ansible -i /etc/fmdeploy/kolla-ansible-inventory pull
Pul i ng Docker inmages : ansibl e-playbook -i /etc/fmdepl oy/koll a-ansible-inventory -e @etc/

[WARNI NG : Invalid characters were found in group nanes but not replaced, use -vvvv to see d
[WARNI NG : Could not match supplied host pattern, ignoring: enable nova_True

PLAY [Ga.ther faCtS for aII hosts] EE R R R I S R I S S I I S R S

TASK [Ga.ther facts] LR I I S I R I I I O I I I S I R S S S I R S R I I R R R I I R I I O

ok: [l ocal host]

ok: [smling-pelican]

ok: [intelligent-squirrel]
ok: [charm ng-stoat]

[...output truncated...]

PLAY RECAP EE R I R I I I S I I S I I S R I R I I R I R I I R R I I I R I I I S

char m ng- st oat . ok=48 changed=2 unr eachabl e=0 fail ed=0 ski pped=56
intelligent-squirrel . ok=48 changed=2 unr eachabl e=0 fail ed=0 ski pped=57
| ocal host . ok=4 changed=2 unr eachabl e=0 fail ed=0 ski pped=0
sniling-pelican . ok=48 changed=3 unr eachabl e=0 fail ed=0 ski pped=56

The above indicates there were no issues with each host when pulling the latest images. You can move on to the
next step to deploy the images.

Deploy Kolla Ansible images

Next, use Kolla Ansible to deploy the images with the command
kol I a-ansible -i <path-to-inventory> depl oy.

For example:

$ koll a-ansible -i /etc/fmdeploy/koll a-ansible-inventory depl oy

Depl oyi ng Pl aybooks : ansi bl e-pl aybook -i /etc/fmdeploy/kolla-ansible-inventory -e @ etc/ko
[WARNI NG : Invalid characters were found in group nanes but not replaced, use

-vvvv to see details

[WARNI NG : Could not match supplied host pattern, ignoring: enable_nova_True

PLAY [Cﬁther facts for all hOStS] khkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhdhdhdhhddhrddrrkdrx*
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TASK [ Gat her fact s]
ok: [l ocal host]
ok:
ok:

ok:

[sm |ing-pelican]

[intelligent-squirrel]

[ char m ng- st oat ]

.output truncated...]

hkhkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhdhhhhhhdhhdhhhdhhhdhhhdhhhdhhdhdhddhrddrx*

PLAY RECAP khkhkkhkhkhhhhhhhhhhhhhhhhhhhhdhhhdhhhdhdhhhhhhhdhhhhhhdhhhdhhhdhhhddhddhdddrrdrx*

char m ng- st oat

intelligent-squirrel
| ocal host
sm | i ng-pelican

ok=300 changed=77 unr eachabl e=0 fail ed=0
ok=458 changed=94 unr eachabl e=0 fail ed=0
ok=4 changed=2 unr eachabl e=0 fail ed=0
ok=300 changed=80 unr eachabl e=0 fail ed=0

ski pped=167
ski pped=188
ski pped=0

ski pped=167

The results of this run indicate a successful deployment and this cloud is now using the latest Kolla Ansible images.

3.
4,

Datadog

Resources of a Private Cloud

1. View Memory and Compute Usage in Horizon

2. View Instance State Across Cluster

3. How to Access Resource Information from Ceph

Adding nodes to your Ceph Cluster

Removing nodes from your Ceph Cluster

Datadog

The primary option for accessing resource data for your private cloud is through the use of Datadog. Datadog allows
for the collection of logs from a wide variety of services. Datadog then has the ability to visualize and alert based on
this log data. Through Datadog you have the ability to customize logging for your containers as well as any new
services you may add. If you are interested in installing and enabling Datadog visit Monitor OpenStack with Datadog.

Figure 1: Sample Datadog dashboard
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Resources of a Private Cloud

There are currently three variations to private cloud deployments: Small, Standard, and Large. All private cloud
deployments have a cluster of three hyper-converged servers but will have different allocations of memory, storage,
and CPU processing power depending on the configuration and hardware. In addition, you have the option of adding
additional hardware nodes to your cluster.

View Memory and Compute Usage in Horizon

To view the resources used by your cloud, you have to be the admin user and assigned to the admin project. Once
you are in the admin project, navigate to Admin -> Compute -> Hypervisors. This section, lists the following items:

* VCPU Usage
* Memory Usage

 Local disk usage
Figure 2: Hypervisor Summary showing disk and resource usage

T openstack. = amin~ Do
oener All Hypervisors
Compute .

— 4

Flavors

VePU Usage Wemory Usage Local Dk Usage
— Uses 16028 Used 2056801 16768 Usea 2268017978
volume > Hypervisor Compute Hos
Network >
Dipiaying 3 ems
Container Infra >
o L VoS  vePUs  RAM  RAM  LocaSwmge  LocaSwge |
System > fostname YPe  (used) (total) (used) (total) (used) (total) instances
iy I €T ooy . sses  esop e 2678 2
Qe s . we esos  ace 2678 2
° Qemu 7 8 768 62.568 768 2678 2

Displaying 3 items

View Instance State Across Cluster

There is also an option to see the location of your instances within your cluster. To view this information, navigate to
Admin -> Compute -> Instances. You have the option to see the project, the host, as well as the IP address, and
state.

Figure 3: Summary of Instances

= openstack. ®aumin~ & admin +

Project >
Admin / Compute / Instances

Admin v

oener  INStANCES

Compute v
Project Name =~ Filter
Hypervisors
Host Aggregates Displaying 6 items
image Power
O Project  Host Name 1P Address Flavor  Status Task Age Actions
Name state
Flavors
project beta toolesbend 23 hours,
o Joly-frefox local - 17323125276 mimicro  Actve None  Running Rescue Instance |~
v ne 38 minutes
Images
R External
Volume
t alpha toolesber 173.231.252.78
o P smooth-octopusiocal "o gpLmicro  Active None Running 1day Rescue Instance |
v dnet y-network
Network > 19216809
Container Infra > project focky.toolesben
o ¥ smoottoctopusiocal o) - 17323125274 clsmal  Actve None Ruming  6days,22hours | Rescuelnstance |+
System >
project s
o ¥ exhiarated-lamalocal 17323125272 clmicro  Actve None Ruming  1monthlweek | Rescuelnstance
Identity > et
project
o ¥ Joly-frefox local media - 1921680171 gpismall  Active None Ruming  1monthlweek | Rescuenstance
External
t 17323125275
o PO ehilarated-lamalocal jstoolesbend.net - gplnano  Active None Running 1 month, 1 week Rescue Instance |
x *_network 2
192.168.0.13

How to Access Resource Information from Ceph

To access information regarding your Ceph cluster’s resource pools, you will need to use Ceph’s CLI. These are a
summary of some useful resource monitoring and health commands. For further information, visit Ceph’s Ceph
Administration Tool page.

e ceph - s to check the status of Ceph
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e ceph df to list the disk usage overview
e ceph health detail provides details about existing health issues

e ceph osd pool | s tolist pools add det ai | for additional details regarding replication and health metrics

Adding nodes to your Ceph Cluster

In order to add additional hardware for your cluster, first review Cloud Hardware Best Practices. This is to ensure that
you have selected the appropriate node for your cloud. Once you have selected the appropriate node, navigate to
OpenMetal Central and click on your Assets page. The option to add hardware is located in the top right corner as
Add Hardware.

Figure 4: Picture of Assets Page where hardware is added to Private Clouds

-==mmotcl;gg I H B Documentation @ support A o
< Home
Assets
Hardware ﬁ + Add Hardware
Demo Cloud | ¢ Class Type Cores RAM  Storage Hostname Public [P Options
® Cloud Core - Small mb_small_vl 8 64GB 1TB exhilarated-llama.local 173.231.255.37
& MyCloud
® Cloud Core - Small mb_small_vl 8 64GB 1TB jolly-firefox.local 173.231.255.38
= Assets > ® Cloud Core - Small mb_small_vl 8 64GB 1TB smooth-octopus.local 173.231.255.39
an Team Inventory IP Address Blocks
0 Support CIDR Range Start End Hosts
173.231.255.32/28 173.231.255.32 173.231.255.46 14
B Requests
Provider IP Address Blocks
£ Settings
CIDR Range Start End Hosts Options
™ Hori
3 orizon
173.231.252.64/28 173231252 64 17323125278 14

Removing nodes from your Ceph Cluster

To remove nodes from your Ceph Cluster, you must file a support ticket within OpenMetal Central. A member of our
support staff will be able to further assist you with removing hardware from your private cloud. For assistance in
submitting support tickets, visit How to Reach Support in the heading of our Introduction to OpenMetal Central
Guide.

How to Live Migrate Instances Using OpenStack Horizon

Introduction

This guide provides instructions for cloud administrators on how to migrate instances through your Horizon
dashboard. Migration is the process that a server administrator can move instances to a different host. Live migration
keeps instances in an active state during the migration process. This process is useful when applications need to
remain running and shutting down an instance is not possible or advantageous.

Prerequisite

Live migrating instances requires having a user account with the administrator role. This is typically the account
called admin.
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Determining an Instance’s Parent Host

To determine an instance’s parent host, navigate to Admin -> Compute -> Instances. You have the option to see
the project, the host, as well as the IP address, and the state of your instance.

TS openstack.  ®popctx~ N

Project >
Admin / Compute / Instances

Admin v
)

aever  INStANCES

Compute v
Project Name =~ Filter
| Hypervisors
HostAggregates  Displaying 5 tems
m O Projecta Host Name Image Name I Address Flavor  Status Task PowerState Age Actions
Flavors O projectX  smooth-octopus.local  rocky.toolesbend.net - 173.231.252.74 clsmal  Active None  Running 1 week Rescue Instance E‘
¢
{ IMages O project X jolly-frefoxlocal media - 1921680471 gpLsmall  Active None Rumning  lmontn 1week | Rescuelnstance
Volume >
External 173.231.252.75
O projectX  exnilaratecHlamalocal  js.oolesbendnet - e vip a1 GPLaano  Actve None Rumning  lmonth lweek | Rescuelnstance v
Network >
Conaner e 5 O poectY  jolydreioiocal 17323125276 mimico  Active None Rumning  1lday 22hours | Rescuelnstance
External 173.231.252.78
System > O projectY  smooth-octopusocal gpLmicro  Active None  Runnin 1day23hours | Rescue Instance |+
v proj P reana . O ] . escue Instance
Identiy >

Displaying 5 items

Figure 1: Summary of Instances

Migrate Instance

Once you have determined the instance you want to migrate, navigate to Admin -> Compute -> Instances. On this
page, you are presented with a series of actions. To access these actions click the small triangle next to the button
called Rescue Instance.

Actions

Rescue Instance | -

Rescue Instance | -

Rescue Instanc

Rescue Instance | -

Rescue Instance | -

Figure 2: Link for Live Migration Drop Down Menu

From the drop-down menu, select Live Migrate Instance.
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:openstack. = pojeatx ~ alou~
Project >
Admin / Compute / Instances
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y-network 192.168.0.9 -
Live Migrate Instance
Identity > Displaying 5 items OIL REDO0L TNSIANCe

Hard Reboot Instance
Rebuild Instance
Shut Off Instance

Delete Instance

Figure 3: Drop down menu for live migration

Within Live Migrate, the options for Disk Over Commit and Block Migration are options for local storage. Block live
migration uses ephemeral disks on instances. These disks are not shared between source and destination hosts.
The storage for OpenMetal uses a shared storage system through Ceph. Because of the shared storage system in
OpenMetal, neither option should be selected.

Live Migrate

Current Host

Description:

Live migrate an instance to a specific host.

(oo

New Host " @
Automatically schedule new host.
O Disk Over Commit

O Block Migration

Gancel

Figure 4: Live Migration Options

Live Migrate does have the option to either auto-select a new host or to choose one manually. If you have a specific
node for your instance, select the name of the node under the New Host option. Once you have made your
selection, click submit. During the live migration process, a status bar appears under tasks, upon completion, the
task returns to none and your instance host changes to a new node.
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—
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Figure 5: Task list for migrating instances

Day 3

Day 3 has to do with how you can scale your cloud by adding more hardware nodes to it. Next we get into preparing
for disaster recovery by explaining best practices relating to keeping your data safe. We provide a general outline for
how you can recover from a disaster.

1. Cloud Hardware Selection

1. Types of Private Clouds
2. Types of Nodes

3. The Benefit of Homogeneous Clouds
2. Adding Hardware Nodes to a Cloud

1. How to add a Hardware Node

Navigate in OpenMetal Central to Cloud Assets Page
View Hardware Node Types

Confirm Hardware Node Addition

P w NP

. Verify Hardware Addition Success
3. Removing Hardware Nodes from a Cloud

1. Consider Before Removing
2. Initial Preparation

3. How to Remove a Hardware Node from a Cloud

Cloud Hardware Selection

In this section we outline the types of clouds offered, the types of nodes you can add to your cloud, and best
practices when choosing hardware for your Private Cloud. Additionally we explain conditions under which your
cloud’s Ceph cluster is affected when adding hardware.

Types of Private Clouds

We currently offer three server sizes for our Private Clouds as seen in the following image:
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Deploy Your Cloud

Select your Cloud Core size. Your Cloud Core is a 3 server cluster. You can add
more servers of matching size after it's been deployed.

Cloud Core - Small Cloud Core - Standard Cloud Core - Large

Perfect for small production clouds, test Akey building block for high performance Our flagship cluster, suitable for enterprise
clouds, and training purposes. clouds for small and large use-cases, level deployments,

Cluster of 3 hyper-converged servers Cluster of 3 hyper-converged servers Cluster of 3 hyper-converged servers

{8} Xeon E3 - 350Ghz/3.90Ghz {8} Xeon D -220/3.00Ghz {8} 2 x Xeon Silver 4210 - 220Ghz/320Ghz

[ s4cBRAM [ 12808 RAM [ s1268RAM
&= 960GB SSD = 32TB NVMe SSD £= 32TB NVMe SSD
@ 2x1Gbit ® 2x10Gbit @ 2x710Gbit

For $22.32/day For $54.00/day For $100.80/day
or $540.00/30 days or $1296.00/30 days or $2419.20/30 days

Pricing Information Pricing Information Pricing Information

Figure 1: Private Cloud Core Selections

e Cloud Core - Small: This cluster type should be considered for testing environments. Each node has a 1Ghit
Network Interface Card (NIC). The network throughput across cluster members could be a bottleneck.

e Cloud Core - Standard: This cluster type is considered ready for production. Each node has a 10Gbit Network
Interface Card. The network throughput across cluster members should not be a bottleneck.

e Cloud Core - Large: Production-ready and provides the most resources. Each node also has a 10Ghit Network
Interface Card.

Types of Nodes

The following are the types of nodes that can be added to a cloud.

» Storage and Compute - Small

» Storage and Compute - Standard
» Storage and Compute - Large
 Compute - Large

GPU - A100

The Benefit of Homogeneous Clouds

By default, Private Clouds are hyper-converged and include a Ceph deployment. Generally speaking, Ceph is only
as fast as your slowest node allows, though there are caveats to this. Ceph could be impacted by the type of nodes
added to a cluster due to potential differences in hardware, such as performance disparity between storage provided
by HDDs, SSDs or NVMes. Having a homogeneous cluster of similarly equipped nodes will have the best results in
terms of performance and data density. Additionally, while you can add any hardware node to your cloud, the
Network Interface Cards (NICs) for each designation of node may have a different maximum throughput. If a node
with a 1Gbit NIC is added to a cluster with nodes having 10Gbit NICs, the internal network traffic is limited by the
additional node.

Adding Hardware Nodes to a Cloud
In this section, we explain the steps needed to add hardware nodes to your cloud.

The following demonstrates adding a Storage and Compute - Standard node to a Cloud Core - Standard cloud.
How to add a Hardware Node

Navigate in OpenMetal Central to Cloud Assets Page

First navigate in OpenMetal Central to your cloud’s details page. Next follow the Assets link on the left. This page
shows you details about your cloud’s current assets and also allows you to add a new hardware node. To add a new
hardware node, select the Add Hardware button located at the top right.
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—~inmotion
cloud

B Documentation @ support ﬂ @

Hardware + Add Hardware
©  Class Type Cores RAM  Storage Hostname Public IP Options
®  Cloud Core - Standard mb_standard_v1 16 128GB  37B relaxed-flamingo.local 173231254165
& MyCloud
®  Cloud Core - Standard mb_standard_v1 16 128GB  37B focused-capybara.local 173231254166
®  Cloud Core - Standard mb_standard_v1 16 128GB  37B lovely-ladybug.local 173231254167

Figure 2: Add Hardware

View Hardware Node Types

The next screen presents you with a list of available hardware nodes as can be seen in the following screenshot.

Add Hardware

4[] Storage and Compute - Standard o

{ZE5  Converged nodes provide additional compute and storage resources to your cloud

& XeonD-220/300Ghz [H) 1286BRAM = 32TBNVMeSSD (@) 2x10 Gbit Standard Rate: §18/day
After 7 Days of Usage: $14/day

& Compute - Large
; «&} Compute nodes provide additional processing cores and memory for your cloud Add
i Storage resources are available for ephemeral use.

{8} 2x Xeon Silver 4210 - 220Ghz/320Ghz (8] 512GB RAM E= 32TBNVMeSSD (@ 2x10 Gbit Standard Rate: $34/day
After 7 Days of Usage: $27/day

Figure 3: Available Hardware List
Hardware specifications and the cost per day are listed with each available offering.

Select the appropriate hardware node for your cloud. To add a new hardware node, select the Add button
associated with the node type you would like. Next, specify the amount of nodes to add from the drop down.

Confirm Hardware Node Addition
After choosing the number of nodes to add, confirm the additional hardware.
Confirm Changes

New Hardware

1x Storage and Compute - Standard Standard Rate: $18/day
After 7 Days of Usage: $14/day

A Note
For best performance, Ceph may rebalance data onto new storage nodes. On heavily loaded clusters a
temporary reduction in performance may result.

I agree to be billed for the usage of the hardware nodes that are added during each 7-day billing period!

| Agree

Figure 4: Confirm Addition of new Hardware

After the system processes the request a success message is returned as can be seen below:

Success!

+ 5
N
We are applying the configuration changes
Your cloud's state will be updated to PROVISIONING as services

balance. This can take some time to complete, you may noticed
degraded service while it is in this state

Return to My Cloud
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Note — Adding a hardware node can take around an hour to complete. An email is sent to the primary account’s
address when complete.

Figure 5: Hardware Addition Success

Should you navigate back to your cloud’s assets page, you can visually confirm the additional node by inspecting the
hardware associate with your cloud. In this example, there is a red dot next to the newly added node, indicating it is
still being added to the cloud.

Assets

Hardware ®
®  Class Type Cores  RAN Storage  Hostname public IP ptions

Cloud Core - Standard mb_standard_v1 6 128GB 3B relaxed-flamingo.local 173231254165
Cloud Core - Standard mb_standard_v1 6 128GB 3B focused-capybara.local 173231254166

Cloud Core - Standard mb_standard_v1 6 128GB 3B lovely-ladybug.local 173231254167

Storage and Compute - Standard mb_standard_v1 6 128GB 3B competent-coypu.local 173231254168

Figure 6: Cloud Assets List, Newly Added Node but not Available

Verify Hardware Addition Success

An email is sent to your account upon successfully adding this node. Navigate to your cloud’s assets page to confirm
the newly added node.

Hardware + Add Hardware
©  Class Type Cores  RAN Storage  Hostname Public IP ptions
®  Cloud Core - Standard mb_standard_v1 16 128GB  37B relaxed-flamingo.local 173231254165
®  Cloud Core - Standard mb_standard_v1 16 128GB  37B focused-capybara.local 173231254166
®  Cloud Core - Standard mb_standard_v1 16 128GB  37B lovely-ladybug.local 173231254167
®  Storage and Compute - Standard mb_standard_v1 16 128GB  37B competent-coypullocal 173231254168

Figure 7: Successful Hardware Node Addition

Removing Hardware Nodes from a Cloud
In this section, we outline the steps required to remove a hardware node from your cloud.

There is not a native feature in OpenMetal Central allowing you to remove hardware nodes from your cloud. Should
you need to remove a hardware node from your cloud, consult with your Account Manager first or submit a ticket
through OpenMetal Central. It is very important all data required from this node is copied elsewhere prior to making a
request to remove a hardware node. You can help facilitate the process of removing the node by migrating any
running instances from it to another node.

Consider Before Removing

At all times, your cloud must have three hyperconverged control plane nodes running to have a fully functioning
OpenStack cloud. As such, the node being removed cannot be a control plane node.

Control plane nodes in OpenMetal Central are prefixed with Cloud Core and can be distinguished from other nodes
by inspecting the Class column in your cloud’s assets page in OpenMetal Central.

For example, in the following screenshot, the first three nodes are control plane nodes:

Hardware ®
®  Class Type Cores  RAN Storage  Hostname public IP ptions

Cloud Core - Standard mb_standard_v1 6 128GB 3B relaxed-flamingo.local 173231254165
Cloud Core - Standard mb_standard_v1 6 128GB 3B focused-capybara.local 173231254166

Cloud Core - Standard mb_standard_v1 6 128GB 3B lovely-ladybug.local 173231254167

Storage and Compute - Standard mb_standard_v1 6 128GB 3B competent-coypu.local 173231254168

Figure 8: Control Plane nodes

The last node, classified by Storage and Compute - Standard is not a control plane node, meaning it does not run
all the core OpensStack services.
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Our support will review your request to ensure requirements are met prior to removal.

Initial Preparation

To prepare for removal of a hardware node, migrate any instances to another node that has compute services
running. All hyperconverged nodes run OpenStack’s compute service. For instruction regarding migrating instances
to another node, see the How to Live Migrate Instances guide.

How to Remove a Hardware Node from a Cloud

To remove a hardware node from a cloud a ticket must be submitted with the request through OpenMetal Central.
Specify the hostname or IP address of the node you wish to be removed and an agent will review the request.

1. Getting Started
2. Confirm new Provider Block Addition

3. How are the new Provider Block IPs Used?

Getting Started

To add the IP block you need to reach out to your Account Manager who will submit the request. Our support staff
will handle the addition and inform you through a OpenMetal Central ticket sent to your primary e-mail address when
complete.

Confirm new Provider Block Addition

First to confirm the addition of the IP block, log in to Horizon with a user that has the administrator role. This is
typically the account called “admin”.

Next, navigate to Admin -> Network -> Networks, then click on the “External” network.

Admin / Network / Networks

Networks

Project =+ Filter ||+ Create Network

Displaying 2 items

O Project Network Name. ssociated DHCP Agents Shared External Status Admin State Availability Zones Actions

ternet 173.231.253.0/28

O T D 2 Yes Yes Active up nova Edit Network  ~

O admin External

O service >-mgmt-net Ib-mgmt-subnet 192.168.6.0/24 2 No No Active up nova Edit Network |~

Figure 1: List of Networks

Choose the Subnets tab and confirm that the new subnet has been added.

Admin / Network / Networks / External

External [e—

+ Create Subnet

Displaying 2 items

O Name CIDR 1P Version Gateway IP Used IPs. Free IPs Actions
O Intemet 173.231.253.0128 1Pv4 173.231.253.1 2 9 Edit Subnet |~

O Internet_ade7d9cf 173.231.217.192128 1Pva 173.231.217.193 2 9 Edit Subnet |~

Figure 2: List of Subnets for the External network

The new subnet will be prefixed with Internet_ and will have a series of hex values following it.

How are the new Provider Block IPs Used?

When creating a resource that requires an IP from this block, specify the name of the newly added provider block to
add IPs from it.
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1. Create a Volume Backup

1. Test Volume Backups
2. Restore a Volume Backup

Ceph, Volumes, and Data Durability
4. Store Data Outside of the Cloud

Create a Volume Backup

Navigate in Horizon to Project -> Volume -> Volumes.

Project / Volumes / Volumes

jumpstation + Create Volume = Accept Transfer
Displaying 1 item
- " Availability "
O Name Description Size Status Group Type Attached To Zone Bootable Encrypted Actions
2666-a14f-4592-a p
falc266e-at4i4592-a0c D b < pepauLy | devivdaonuum - i Edit Volume | ~
a-9bcdea559791 pstation

Figure 1: Volumes List

Create a backup of your volume by selecting from the drop down Create Backup.

Create Volume Backup

Backup Name * Volume Backup: Volume Backups are stored using one
of cinder-backup drivers (object storage service, Ceph,
NFS, etc ...). You must have one of these services
activated in order to create a backup.

Jumpstation Backup

Description
If a snapshot is specified here only the specified snapshot

Backup of Jumpstation's volume of the volume will be backed up.

If no container name is provided, a default container
named volumebackups will be provisioned for you.
Backups will be the same size as the volume they
originate from.

Container Name

Backup Snapshot

No snapshot for this volume v

Cancel Create Volume Backup

Figure 2: Create Volume Backup Form

» Backup Name: Specify a name for the volume backup
» Description: Provide a description if necessary

» Container Name: Leave this blank otherwise the volume backup cannot be created. Horizon tells you if this
field is blank, the backup is stored in a container called vol unebackups, but this is not the case with our
configuration. With Private Clouds, all volume backups created this way are stored in the Ceph pool called
backups.

» Backup Snapshot: If applicable specify a snapshot to create a backup from

After submitting the form, you are navigated to Project -> Volume -> Volume Backups where you can see the
volume you just created a backup of.

Project / Volumes / Volume Backups

Volume Backups

Displaying 1 item 1

O Name Description Size Status Volume Name Snapshot Actions

O  Jumpstation Backup Backup of Jumpstation's volume 40GB  Available  falc266e-a14f-4592-a0ca-9bcdea559791 - Restore Backup = v

Figure 3: Volume Backup List
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Test Volume Backups

Creating backup copies of your important data is only one part of having a solid backup and recovery plan.
Additionally, consider testing backed-up data to ensure if something unexpected does happen that restoring your
backups will actually be useful. To test volume backups, you can restore a volume backup within OpenStack
alongside the original volume and compare the contents.

Restore a Volume Backup
To restore a volume backup, being by navigating in Horizon to Project -> Volume -> Volume Backups.
Next, find the volume backup you wish to restore and from its drop down on the right, select Restore Backup.

Project / Volumes / Volume Backups

Volume Backups

Displaying 1 item 1

O Name Description Size Status Volume Name Snapshot Actions

O  Jumpstation Backup Backup of Jumpstation's volume 40GB  Available  falc266e-a14f-4592-a0ca-9bcdea559791 - Restore Backup = v

Figure 4: Volume Backup List

Choose the volume to restore to, or have the system restore the backup to a new volume.

Ceph, Volumes, and Data Durability

When volume backups are created, they are stored in your cloud’'s Ceph cluster in a pool called backups. By
default, the Ceph cluster is configured with host level replication across each of your cloud’s three control plane
nodes. With this configuration, your cloud could suffer losing all but one Ceph node and still retain all of the cluster’s
data. For more about how your Ceph cluster was configure, see the heading Default Configuration for the Ceph
Cluster in the Introduction to Ceph guide.

Store Data Outside of the Cloud

Taking data backups a step further, consider storing critical data outside of the cloud. Storing data both in the cloud’s
Ceph cluster as well as outside of it increases the failure domain.

With Ceph you can use RBD mirroring, which effectively is a way to mirror your Ceph cluster’s data to another Ceph
cluster.

1. Kolla Ansible and Ceph Ansible

1. Prepare Kolla Ansible and Ceph Ansible Environment

2. Where are my Private Cloud’s Configuration Files?

1. Kolla Ansible Configuration Files
2. Ceph Ansible Configuration Files
3. FM-Deploy Configuration File

4. Network Ansible Configuration File
3. Keep a Backup Copy a Private Cloud’s Configuration Files
2. How to Restore a Private Cloud’s Configuration Files

1. Example: Recover Neutron’s Configuration File using Kolla Ansible

1. Prerequisite: Prepare a Kolla Ansible Environment

2. Regenerate an OpenStack Service’s Configuration File using Kolla Ansible
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3. Create Full and Incremental Copies of a Private Cloud’s OpenStack Service Databases

1. Prerequisites

2. How to Create OpenStack Service Database Backups

Command Syntax for Full Database Backups
Command Syntax for Incremental Database Backups
Path to the Kolla Ansible Inventory File

Command Usage Example for a Full Database Backup

SN

Command Usage Example for an Incremental Database Backup
4. How to Restore a Private Cloud’s OpenStack Service Databases

1. Full Database Restoration Steps

1. Full Restoration: Create Temporary Docker Container

2. Full Restoration: Prepare Backup Directory
2. Incremental Database Restoration Steps

1. Incremental Restoration: Create Temporary Docker Container

2. Incremental Restoration: Prepare Backup Directory
5. References

Kolla Ansible and Ceph Ansible

Kolla Ansible is responsible for deploying a Private Cloud’'s OpenStack services. Ceph Ansible then handles
deployment of the cloud’s Ceph cluster. These two systems deploy all OpenStack and Ceph services required for a
Private Cloud, including their configurations.

Prepare Kolla Ansible and Ceph Ansible Environment

Before working with either Kolla Ansible or Ceph Ansible, you must prepare an environment in your shell:

» How to Prepare and Use Kolla Ansible

» How to Prepare and Use Ceph Ansible

Where are my Private Cloud’s Configuration Files?

When a cloud finishes deploying, the Ansible configurations used to deploy the cloud are exported into each of the
control plane nodes within the folders /etc/fmdepl oy and /etc/kolla. This section explains where
configuration files are located and their purpose.

Kolla Ansible Configuration Files

The information in these files was used to deploy your Private Cloud’'s core OpenStack services into Docker
containers:

» Kolla Ansible Inventory: / et ¢/ f m depl oy/ kol | a- ansi bl e-i nvent ory
 Kolla Ansible Main Configuration: / et ¢/ kol | a/ gl obal s. ym

Ceph Ansible Configuration Files

The information in these files was used to deploy your Private Cloud’s Ceph cluster:

» Ceph Ansible Inventory: / et ¢/ f m depl oy/ ceph-i nventory. ym
» Ceph Ansible Main Configuration: / et ¢/ f m depl oy/ ceph-vars. yn
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FM-Deploy Configuration File

FM-Deploy is a part of the system used to deploy your Private Cloud. Information about this deployment system is
provided for the sake of completely explaining the configuration files found within / et ¢/ f m depl oy.

e FM-Deploy Main Configuration: / et ¢/ f m depl oy/ confi g. ym

Network Ansible Configuration File

The following defines the initial networking configuration for your Private Cloud. This file was used upon initial cloud
deployment.

* Inventory: / et ¢/ f m depl oy/ net wor k-i nvent ory. yni

Keep a Backup Copy a Private Cloud’s Configuration Files

In case something unexpected happens to these files, you should keep copies of them off site. To preserve the
configuration of OpenStack services and Ceph, copy the directories /etc/fm depl oy, /etc/kolla and
/ et c/ ceph somewhere outside of the cloud, in a secure, private location. These folders contain sensitive
information about your cloud so the information within should only be accessible to those you trust or yourself.

How to Restore a Private Cloud’s Configuration Files

There are two primary ways a Private Cloud’s configuration file can be restored: Copy a known good configuration
file from an off site location or use Ansible. This section explains how you can use Kolla Ansible and Ceph Ansible to
recover a Private Cloud’s configuration files.

Example: Recover Neutron’s Configuration File using Kolla Ansible

For example, consider an event where one of your control plane nodes loses its Neutron server configuration file.
This section explains how to recover this configuration by using Kolla Ansible.

Prerequisite: Prepare a Kolla Ansible Environment

Before proceeding, a Kolla Ansible environment needs to be prepared. For information about preparing a Kolla
Ansible environment, see How to Prepare and Use Kolla Ansible. Once the environment is prepared, navigate back
to this section.

Regenerate an OpenStack Service’s Configuration File using Kolla Ansible

In this example, we outline restoring the Neutron server configuration file for the control plane node
rel axed-f 1l am ngo.

In the Kolla Ansible inventory file, /et c/fm depl oy/ kol | a- ansi bl e-i nventory, the following hosts are
defined as control plane nodes under the heading [ control ] :

[control]

rel axed-fl am ngo ansi bl e_host =10. 204. 28. 7

f ocused- capybara ansi bl e_host =10. 204. 30. 158
| ovel y-1 adybug ansi bl e_host =10. 204. 25. 253

To restore the Neutron server configuration file for r el axed- f | am ngo, first ensure you have prepared a Kolla
Ansible environment.

Next, use Kolla Ansible’s reconfi gure function, targeting only the Neutron service by using the flag
--tags neutron and limit the run to the host r el axed- f | am ngo by specifying theflag--1inmt control [0].

For example:

kol | a-ansi bl e \
-i /etc/fmdepl oy/ kol | a-ansi bl e-i nventory \
reconfigure \
--tags neutron \
--limt control [0]

50


file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/kolla-ansible/kolla_ansible.rst
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/kolla-ansible/kolla-ansible.rst
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/kolla-ansible/kolla-ansible.rst

Table of Contents

Create Full and Incremental Copies of a Private Cloud’s OpenStack Service Databases

Kolla Ansible provides a utility to create copies of all OpenStack service databases, called mar i adb_backup. In this
section, we explain how to use Kolla Ansible’s builtin function to create database backups of a Private Cloud's
OpenStack services.

Prerequisites

Before proceeding with this guide, a Kolla Ansible environment needs to be prepared. For information about
preparing a Kolla Ansible environment, see How to Prepare and Use Kolla Ansible. Once the environment is
prepared, come back to this guide to learn how to create database backups of OpenStack services.

How to Create OpenStack Service Database Backups

The following instruction must be performed from the folder in which you have prepared Kolla Ansible. This section
first provides the command syntax, then follows up with an example of the command’s execution and output. Note
that Kolla Ansible has no way to schedule backups.

Command Syntax for Full Database Backups
The command to perform a full backup of all databases using Kolla Ansible is...:

kol | a-ansi bl e -i <inventory> mari adb_backup

...where <i nvent or y> is the path to the Kolla Ansible inventory file.

Command Syntax for Incremental Database Backups
The command to perform an incremental backup of all databases using Kolla Ansible is...:

kol | a-ansi bl e -i <inventory> mari adb_backup --increnental

...where <i nvent or y> is the path to the Kolla Ansible inventory file.

Path to the Kolla Ansible Inventory File
The Kolla Ansible inventory file is located across all control plane nodes as:

/ et c/ f m depl oy/ kol | a-ansi bl e-i nventory

Command Usage Example for a Full Database Backup
From the host that has Kolla Ansible prepared, the following command is executed:

kol |l a-ansible -i /etc/fmdeploy/ kol |l a-ansible-inventory mari adb_backup

Truncated output of the above command:

# kol la-ansible -i /etc/fmdeploy/kolla-ansible-inventory mari adb_backup
Backup Mari aDB dat abases : ansi bl e-pl aybook -i /etc/fmdeploy/kolla-ansible-inventory -e @e

[...previous output truncated...]

TASK [mariadb : Taking full database backup via Mariabackup] *****x*xxkkkokkskktokkkhxkkkkrkrx*
ski ppi ng: [focused- capybara]

ski ppi ng: [l ovel y-Iadybug]

[WARNI NG : The val ue False (type bool) in a string field was converted to 'Fal se' (type stri
value to ensure it does not change.

changed: [rel axed-fl am ngo]

PLAY REOAP KRRk S S S R S S S S I S S S R S S S S O O O

f ocused- capybar a . ok=2 changed=0 unr eachabl e=0 fail ed=0 ski pped=1
| ovel y-1 adybug . ok=2 changed=0 unr eachabl e=0 fail ed=0 ski pped=1
rel axed- fl am ngo . ok=3 changed=1 unr eachabl e=0 fail ed=0 ski pped=0

51


file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/kolla-ansible/kolla_ansible.rst

Table of Contents

The task [mariadb : Taking full database backup via Mariabackup] is where a backup of all
OpensStack service databases is created. Kolla Ansible creates a Docker volume called rmar i adb_backup to store
the database copies. Previous backups made using this method are not overwritten. The host under this task that
reports a change (example: changed=1) is where the Docker volume storing the databases is created.

Note! — For this example, since the Docker volume was created on another host, the remaining instruction in this
guide must be performed from that host. If Kolla Ansible creates mari adb_backup on another host, you must SSH
into that host as root to continue this process.

Command Usage Example for an Incremental Database Backup

Note! — Incremental backups can only be made if a full backup has been made prior, otherwise the following
command will result in an error.

From the host that has Kolla Ansible prepared, the following command is executed:

kol |l a-ansi bl e -i /etc/fmdeploy/kolla-ansible-inventory mari adb_backup \
--increnental

Truncated output of the above command:

# kol la-ansible -i /etc/fmdeploy/kolla-ansible-inventory nmariadb_backup --increnental
Backup Mari aDB dat abases : ansi bl e-pl aybook -i /etc/fmdeploy/kolla-ansible-inventory -e @e

[...previous output truncated...]

TASK [n-arladb . |nCI ude tasks] R S S R S b S S S R S S I I O O

i ncl uded: /opt/kolla-ansible/.venv/share/ kol a-ansi bl e/ ansi bl e/ rol es/ mari adb/t asks/ backup. yn

TASK [mariadb : Taking incremental database backup via Mariabackup] ******xkkkkkkkxkkkkrkrx*
ski ppi ng: [focused- capybara]

ski ppi ng: [l ovel y-Iadybug]

[WARNI NG : The val ue False (type bool) in a string field was converted to 'Fal se' (type stri
change.

changed: [rel axed-fl am ngo]

PLAY REOAP KRRk S S S R S S S S I S S S R S S S S O O O

f ocused- capybar a . ok=2 changed=0 unr eachabl e=0 fail ed=0 ski pped=1
| ovel y-1 adybug . ok=2 changed=0 unr eachabl e=0 fail ed=0 ski pped=1
rel axed- fl am ngo . ok=3 changed=1 unr eachabl e=0 fail ed=0 ski pped=0
The task [mariadb : Taking increnmental database backup via Mariabackup] is where an

incremental backup of all OpenStack service databases is created. Kolla Ansible creates a Docker volume called
mar i adb_backup to store the database copies. Previous backups made using this method are not overwritten. The
host under this task that reports a change (example: changed=1) is where the Docker volume storing the databases
is created.

Note! — For this example, since the Docker volume was created on another host, the remaining instruction in this
guide must be performed from that host. If Kolla Ansible creates mari adb_backup on another host, you must SSH
into that host as root to continue this process.

How to Restore a Private Cloud’s OpenStack Service Databases

This section explains how to restore both full and incremental database backups created using Kolla Ansible’s
mar i adb_backup function.

Full Database Restoration Steps

Follow these steps to learn how to restore full OpenStack service databases created using Kolla Ansible’'s
mar i adb_backup function.
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Full Restoration: Create Temporary Docker Container

In this section, we create a temporary Docker container called dbr est or e. This container is created with the same
volumes as the mar i adb Docker container. The mari adb_backup Docker volume is mounted as / backup in this
container. Finally, the container is created using the kol | a/ cent os- bi nary-mari adb: vi ct ori a Docker image
available from Docker Hub with a Bash shell.

Create the temporary Docker container called dbr est or e using:

docker run --rm-it --volunes-fromnariadb --nane dbrestore \
--vol ume mariadb_backup: / backup \
kol | a/ cent os- bi nary-mari adb: victoria \
/ bi n/ bash

Once you run the above Docker command, your terminal should appear this way:
() [ nysql @6ab93fb83a3 /]$

Full Restoration: Prepare Backup Directory

Caution! — Be careful when using commands. The following commands make use of the r mcommand which deletes
files.

Next, the backup data must be prepared before it can be copied into place.
This example uses a full MariaDB backup called nysql backup- 08- 12- 2021- 1638999340. gp. xbc. xbs. gz.
To prepare the backup data, in the Docker container, run:

cd / backup

rm-rf /backup/restore

nkdir -p /backup/restore/ful

gunzi p nysqgl backup-08-12-2021-1638999340. gp. xbc. xbs. gz

nbstream -x -C /backup/restore/full/ < nysqgl backup-08-12-2021-1638999340. gp. xbc. xbs
mar i abackup --prepare --target-dir /backup/restore/ful

Load another shell session for the node in which you are working and stop the MariaDB Docker container:

docker stop nariadb

Navigate back to the Docker container and run:

rm-rf /var/lib/mysql/*
rm-rf /var/lib/mysqgl/\.[™M.]*
mar i abackup --copy-back --target-dir /backup/restore/full

Next, navigate back to the other shell and start the MariaDB Docker container:

docker start nmriadb

Examine MariaDB'’s logs to confirm the Galera cluster has synchronized:

# tail -1 /var/log/kollal/mariadb/mariadb. | og
2021-12-08 22:27:39 2 [Note] WBREP: Synchroni zed with group, ready for
connecti ons

Incremental Database Restoration Steps

Follow these steps to learn how to restore an incremental OpenStack service database backup created using Kolla
Ansible’s mar i adb_backup function.

Incremental Restoration: Create Temporary Docker Container

In this section, we create a temporary Docker container called dbr est or e. This container is created with the same
volumes as the mar i adb Docker container. The mari adb_backup Docker volume is mounted as / backup in this
container. Finally, the container is created using the kol | a/ cent os- bi nary- mari adb: vi ct ori a Docker image
available from Docker Hub with a Bash shell.

Create the temporary Docker container called dbr est or e using:
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docker run --rm-it \
--volumes-from mari adb \
--nane dbrestore \
--vol ume mariadb_backup: / backup \
kol | a/ cent os- bi nary-mari adb: victoria \
/ bi n/ bash

Once you run the above Docker command, your terminal should appear this way:
() [ nysql @6ab93fb83a3 /]$

Incremental Restoration: Prepare Backup Directory

Caution! — Be careful when using commands. The following commands make use of the r mcommand which deletes
files.

This section assumes a full and incremental backup have been created. Note that your full and incremental backup
file names will differ from this example.

Next, we must prepare the backup data before it can be copied into place.
In the Docker container, run:

cd / backup/

rm-rf /backup/restore

nkdir -p /backup/restore/ful

nkdir -p /backup/restore/increnental

gunzi p nysqgl backup-10-12-2021-1639166052. gp. xbc. xbs. gz

gunzi p i ncrenental - 20- nysql backup- 10-12-2021- 1639169695. qp. xbc. xbs. gz

nbstream -x -C /backup/restore/full/ < nysqgl backup-10-12-2021-1639166052. gp. xbc. xbs
nbstream -x -C /backup/restore/increnental/ < increnental-20-mysql backup-10-12-2021-16391696
mar i abackup --prepare --target-dir=/backup/restore/full/

mar i abackup --prepare --target-dir=/backup/restore/full/ --increnmental-dir=/backup/restore/i

Load another shell session for the node in which you are working and stop the MariaDB Docker container:

docker stop nariadb

Navigate back to the Docker container and run:

rm-rf /var/lib/nmysqgl/*
rm-rf [var/lib/mysqgl/\.[*.]*
mar i abackup --copy-back --target-dir /backup/restore/full/

Next, navigate back to the other shell and start the MariaDB Docker container:

docker start nmriadb

Examine MariaDB'’s logs to confirm the Galera cluster has synchronized:

# tail -1 /var/log/kollal/mariadb/mariadb. | og
2021-12-08 22:27:39 2 [Note] WBREP: Synchroni zed with group, ready for
connecti ons

References

» Kolla Ansible’'s MariaDB database backup and restore
» MariaDB’s Full Backup and Restore with Mariabackup

» MariaDB’s Incremental Backup and Restore with Mariabackup

1. Disaster Recovery Strategies
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Disaster Recovery Strategies

Disaster recovery varies greatly depending on the needs of your organization. Your disaster recovery plan should
involve analyzing your company’s most valuable data. This audit should include an inventory of documents,
databases, and systems that are deeply involved in the revenue-generating aspects of your business. As an
infrastructure provider, we also have the responsibility to maintain the integrity of our facilities to the best standards
and practices to safeguard your data. In addition to our responsibilities, you should take the additional steps
necessary to protect the integrity of your data against potential impacts on your private cloud.

Recovery Objectives

The objectives behind a disaster recovery plan fall into two categories:

* Recovery Point Objectives - This is a specific point in time that data must be backed up to resume business.

* Recovery Time Objectives - Length of time that a system can be offline before the business is negatively
impacted.

Consider the above objectives when determining the needs of your disaster recovery strategies. In recovery point
objectives, determining the frequency of your backups is critical to your disaster strategy. Recovery time objectives
are based on the amount of lost revenue per unit of lost time. This means that every hour or minute that certain
systems are offline can greatly impact a business.

Off-site Backups

To have an effective disaster recovery plan, we stress the use of an off-site backup solution. Off-site backups are a
critical component to preventing catastrophic loss of data and limiting the blast radius of an outage. Although some
services in OpenMetal are highly available, high availability does not protect against unforeseen natural disasters. In
the event of a hurricane, flood, or other unforeseen circumstance, it could be possible that you must recover data
from a different geographical location. It is highly recommended that off-site backups are used for the most
mission-critical data.

RBD Mirroring with Ceph

Private Clouds by default use Ceph as a shared storage backend. As part of your disaster recovery plan, consider
using Ceph’s RBD mirroring feature to mirror important data to another Ceph cluster, in a geographically different
data center location. Note that we currently only provide one data center in which to host your Private Cloud.

Handling a Hardware Failure

Great care is taken to monitor and maintain our infrastructure. However, in the event of hardware failure, it might be
necessary to diagnose these issues. If you believe you are experiencing hardware failure, contact our support. Two
possible hardware-related issues are failure of a hardware node and failure of an entire cloud. The following sections
outline how to diagnose hardware failure.
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Determine Hardware Node Failure

To quickly get the status of your cloud’s control plane nodes, check the running system services in Horizon. To do
S0, log in as an administrator to Horizon and navigate to Admin -> System -> System Information. On this page
are tabs separating all OpenStack services, including the APIs, Compute, Block Storage, and Network Agents. A
service’s state is indicated by the State column. If a service is up, the value is reflected as “Up”. If a service is down,
the value is reported as “Down”. Click through each tab to see each service’s status. A good indicator that a control
plane node is down is if you see “Down” under the State column for all services of a particular node.

Project >
Admin / System /- System Information

Admin v

oener - SYStem Information

Compute >
Senices  Compute Senvices | Block Storage Senvces | Network Agents
Volume >
Network >
Contanerinra > Displaying 9items
Name Host zone Status state
System v
cinder-scheduler extiaratectiama ocal nova Enaled w
Defautts
cinder-scheduler Joly-frefoxocal nova Enaled w
Wetacata Defnions
cinder-scheduler smootioctopus.ocal nova Enaed w
[ —
cinder-volume extilarated-llama. local@rbe-1 nova Enaled w
Identity >

cinder-volume Jolly-frefox local@rba-1 nova Enabled Up
cinder-volume smooth-octopus.local@rbd-1 nova Enabled Up
cinder-backup exilarated-lama local nova Enabled Up
cinder-backup Jolly-frefoxlocal nova Enabled Up
cinder-backup smooth-octopus.local nova Enabled Up

Displaying 9 items

Figure 1: OpenStack System Information

Cluster Failure

If your entire Private Cloud has failed, the signs will be readily apparent. If you are using monitoring software such as
Datadog or Nagios, you will be alerted to your nodes being offline. In addition to being alerted, you will be unable to
access your assets.

Note: In some instances, it is also possible to see a failure of your nodes within OpenMetal central. To view the
status of these nodes, go to the assets page of OpenMetal central, and under the hardware section, there is a green
indicator icon reflecting the current status of your nodes. If the icon is yellow or red, then the issue is likely
hardware-related.

—=inmotion = -
cloud H B Documentatio
< Home
Assets
Hardware
o Class Type Cores RAM Storage Hostname
® Cloud Care - Small mb_small_v1 8 64 GB 1B exhilarated-llama.local
& My Cloud
® Cloud Care - Small mb_small_v1 8 64 GB 1TB Jjolly-firefox.local
= Assets > ® Cloud Core - Small mb_small_v1 8 64 GB 1TB smooth-octopus.local
an  Team Inventory IP Address Blocks
@ support CIDR Range End
173.231.255.32/28 173.231.255.32 173.231.255.46
B Requests
Provider IP Address Blocks
ﬂ Settings
CIDR Range Start End
—
g Horizon
173.231.252.64/28 173231252 64 17323125278

Figure 2: Assets Page of OpenMetal Central
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Cloud Monitoring with Datadog

Datadog is an optional cloud monitoring service we provide for OpenMetal Private Clouds. Should you want to add
this feature to your cloud, contact your Account Manager or submit a support ticket in OpenMetal Central.

Contact Support

If you are experiencing hardware failure or any other issues with your Open Metal Private Cloud, Contact Support.

Additional Reading

For more regarding OpenStack Disaster Recovery, see:

* RedHat'’s Disaster Recovery Enablement in OpenStack
* InMotion Hosting’s What is Disaster Recovery as a Service (DRaaS)?

* OpenStack’s Disaster Recovery Wiki Page

Day 4

In Day 4, we cover advanced OpenStack administration through Kolla Ansible, the primary system used to deploy a
Private Cloud. Through this system, we explain how configuration changes to your cloud can be made. Next, we
detail a few common troubleshooting scenarios and their solutions. Finally we briefly cover automation techniques
possible in your cloud through the use of OpenStack’s Heat service and through HashiCorp’s Terraform application.

1. Prerequisites
2. Using Kolla Ansible Quick Start

3. Prepare Kolla Ansible for Use

1. Kolla Ansible Configuration Files
2. Before Making Changes

3. Prepare Kolla Ansible Environment
4. References

5. Next Steps
Prerequisites

» Root Access: Root access to your cloud’s control plane nodes is
required.

» Ansible Experience: Experience using Ansible.

Using Kolla Ansible Quick Start

This section outlines all steps required to prepare a Kolla Ansible environment within a Private Cloud. For more
detailed instruction, see Prepare Kolla Ansible for Use.

Caution! Before using this Quick Start, ensure the node you are working from contains the file
/ etc/ fm depl oy/ kol | a- ansi bl e-i nvent ory. Only a single node should have this file.

To quickly get an idea of what is required to start using Kolla Ansible, here is a high-level overview of the steps:
# Copy Kolla Ansible configuration fromfm depl oy docker container
$ docker cp fmdepl oy:/opt/kolla-ansible /opt/kolla-ansible

# Navigate to /opt/kolla-ansible
$ cd /opt/koll a-ansible
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# Initialize a Python virtual environment
$ virtual env .venv

# Activate the virtual environnent
$ source .venv/bin/activate

# Update pip
pip install --upgrade pip

# Install Kolla Ansible using requirenents.txt
$ pip install -r requirenments.txt

With these steps complete, you can now use Kolla Ansible. Execute kol | a- ansi bl e - - hel p for a list of available
commands. Alternatively, see Kolla Ansible CLI for a list of commands.

Prepare Kolla Ansible for Use

To start using Kolla Ansible, an environment needs to be created. This section explains the steps needed to create
that environment.

Kolla Ansible Configuration Files

First, we introduce you to the files required for adjusting Kolla Ansible’s configuration. These files are used when
preparing Kolla Ansible.

 Kolla Ansible Inventory: / et ¢/ f m depl oy/ kol | a- ansi bl e-i nventory

 Kolla Ansible Main Configuration: / et ¢/ kol | a/ gl obal s. yni

Note! — The file / et ¢/ f m depl oy/ kol | a- ansi bl e-i nvent ory only exists on one of you cloud’s control plane
nodes. This is the node from which the deployment process took place. If you do not see this file within a control
plane node, check the remaining nodes until you locate it. Execute any Kolla Ansible commands from the node that
has the file / et ¢/ f m depl oy/ kol | a- ansi bl e-i nventory.

Before Making Changes

Before any changes are made to the Kolla Ansible configuration, the following variables in
[ etc/ kol | a/ gl obal s. ym should not be modified, otherwise they will be overwritten:

api _interface
cluster_interface
dns_interface

docker _registry_insecure
kol |l a_enable tls_externa
kol |l a_external fqgdn

kol | a_external vip_address
kol l a_i nternal vip_address
mgration_interface
networ k_i nterface
neutron_external _interface
openst ack_regi on_nane
storage_interface

tunnel _interface

Prepare Kolla Ansible Environment

Caution! — Ensure the control plane node from which the following commands are executed has the file
[ etc/fmdepl oy/ kol | a- ansi bl e-i nventory.

Step 1 - Prepare environment
From the Docker container called f m depl oy, copy / opt / kol | a- ansi bl e to the local file system:

$ docker cp fmdeploy:/opt/kolla-ansible /opt/kolla-ansible
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Step 2 — Prepare Python virtual environment
From the path / opt / kol | a- ansi bl e, Create a Python virtual environment then activate it:

$ cd /opt/koll a-ansible
$ virtual env .venv
$ source .venv/bin/activate

Step 3 — Update pip

Next, update the virtual environment’s pi p command to the latest version, otherwise packages may not install as
expected.

Update pi p by using:
$ pip install --upgrade pip

Step 4 — Install Kolla Ansible using r equi renent s. t xt

Contained within / opt / kol | a- ansi bl e is a requi renment s. t xt file. This file is used to install the appropriate
release of Kolla Ansible as well as Ansible.

At the time of writing this guide, Private Clouds run the OpenStack Victoria release. The version of Kolla Ansible
used must match the OpenStack version.

By default, this r equi r enent s. t xt contains:

ansi bl e>=2.9,<2.10,!=2.9.10

# Use one of the follow ng supported OpenStack versions:
#git +htt ps:// gi t hub. conf openst ack/ kol | a- ansi bl e@t abl e/train

#gi t +htt ps:// gi t hub. conf openst ack/ kol | a- ansi bl e@t abl e/ ussuri
#gi t +https: //gi t hub. conl openst ack/ kol | a- ansi bl e@t abl e/ victoria

Before proceeding with this section, remove the comment symbol, #, from the beginning of appropriate Kolla Ansible
GitHub link, which in this case is st abl e/ vi ct ori a.

For example:

ansi bl e>=2.9,<2.10,!=2.9.10

# Use one of the follow ng supported OpenStack versions:

#gi t +htt ps:// gi t hub. conf openst ack/ kol | a- ansi bl e@t abl e/train

#git +htt ps: // gi t hub. conf openst ack/ kol | a- ansi bl e@t abl e/ ussuri
git+https://github. com openstack/ kol | a-ansi bl e@t abl e/ victoria

To determine the release your cloud is using, as root from a hardware node, run docker ps to get a list of all
Docker containers running. In that output is shown each OpenStack service’'s image, appended with the OpenStack
version.

For example:

$ docker ps
cf 9e23cef 540 har bor . i mhadm n. net/ kol | a/ cent os- bi nary-mari adb- cl ust ercheck: victoria
c19964a28b4e har bor . i mhadmi n. net/ kol | a/ cent os- bi nary-nmari adb-server:victoria

In this output, the second column represents a Kolla Ansible image and there are two entries. The output has been
truncated and you should see many more Docker containers running than two. At the end of the image name the
version of OpenStack for which that image is built can be seen following the colon:

har bor . i mhadm n. net/ kol | a/ cent os- bi nary-mari adb- cl ust ercheck: victoria

The above indicates this OpenStack cloud is on the Victoria release.
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Now, r equi r enent s. t xt is prepared and can be used to install Kolla Ansible:

(.venv) $ pip install -r requirenents.txt

Step 5 — Kolla Ansible is Ready for Use

At this step, you have everything prepared in order to use Kolla Ansible. Before proceeding, familiarize yourself with
the available Kolla Ansible commands by running kol | a- ansi bl e --hel p. There are a number of functions
possible, including maintenance tasks or making configuration changes to your Private Cloud.

If you were linked to this guide from the guide "How to Copy and Restore Private Cloud OpenStack Service
Databases and Configuration <operators_manual/day-3/create-openstack-service-backups.rst'_ you are now ready
to use Kolla Ansible.

Caution! — Kolla Ansible’s configuration is set through the file / et c/ kol | a/ gl obal s. ym where some variables
should not be changed. See the Before Making Changes section for more information.

An example configuration change made at this step is to enable TLS for Horizon. Enabling TLS falls outside the
scope of this guide and for instruction on how to do so, see How to Enable TLS for OpenStack.

For complete documentation regarding available Kolla Ansible commands, see Operating Kolla.

References

» OpensStack Kolla Ansible documentation

» Kolla Ansible Quick Start

Next Steps
This concludes the steps needed to have a base understanding of how to use Kolla Ansible.

The following guides go into detail about specific things you can configure using Kolla Ansible, such enabling TLS for
Horizon or enabling Central Logging with an ELK stack:

e Enable TLS for Horizon

« Enable Central Logging using ELK

1. Prerequisites

2. Specify an External Fully Qualified Domain Name for Horizon

1. Determine Public IP
2. Configure an FQDN

3. Apply Configuration Change Using Kolla Ansible
3. Enable SSL Externally, Encrypting Horizon Traffic

Modify Kolla Ansible Configuration
Configure Root CA Bundle
Prepare SSL File

Specify SSL Certificate

Enable External TLS

ok w DN Pe

6. Reconfigure Cloud using Kolla Ansible
4. Reconfigure Ceph Cluster using Ceph Ansible

1. Procedure
5. Reference
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Prerequisites

» Prepare Kolla Ansible: This guide explains how to configure your cloud with an SSL using Kolla Ansible. Any
time you work with Kolla Ansible, you must prepare a shell environment. For more, see How to Prepare and
Use Kolla Ansible. The remaining instruction assume this environment has been prepared. All commands are to
be executed from the control plane node where this environment has been prepared.

» Prepare Ceph Ansible: This guide makes use of Ceph Ansible to reconfigure your cloud’s Ceph cluster. When
working with Ceph Ansible, you must first prepare a shell environment. For more, see How to Prepare and Use
Ceph Ansible. The portion of this guide that has to do with using Ceph Ansible assumes this environment has
been prepared.

» Root Access: Root access to your cloud’s control plane nodes is required.

e Provide your own SSL Files: This guide requires the private key, certificate and intermediate chain. Your
certificate and intermediate chain may be combined as a “Full Chain”.

Specify an External Fully Qualified Domain Name for Horizon

Before configuring your cloud with an SSL, a Fully Qualified Domain Name (FQDN) must be configured. The FQDN
should have its DNS A record adjusted to point to the public IP of your cloud. This section explains how to prepare
your cloud with an FQDN and how to determine the public IP of your cloud.

Determine Public IP

Within /etcl/ kol I a/ gl obal s. yn your cloud’s public IP is defined by the key
kol | a_external vip_address.

For example:

$ grep kolla external vip_address /etc/kolla/globals.yn
kol | a_ext ernal _vi p_address: 173.231.254. 164

For this example, the FQDN selected should have a DNS A record pointed to 173.231.254.164. Ensure your FQDN'’s
A record is pointed to the value defined by kolla_external vip_address within your cloud’s
/etc/ kol l al gl obal s.ym .

Configure an FQDN

To specify a domain name for Horizon, within /etc/kolla/globals.ym, set the value for
kol | a_ext er nal _f gdn to the domain of your choosing. Note your / et ¢/ kol | a/ gl obal s. yml may not have a
line containing kol | a_ext er nal _f gdn. If this line is not present, append it the file.

For example, to set the FQDN for a cloud to be cloud.domain.com, use:

kol | a_external fqgdn: cloud. donmai n.com

Apply Configuration Change Using Kolla Ansible

With the FQDN configured, Kolla Ansible must be used to apply that configuration before proceeding with this guide.
Before proceeding with this section, ensure you have prepared a Kolla Ansible environment. Also ensure the node
from which Kolla Ansible has been prepared contains the file / et ¢/ f m depl oy/ kol | a- ansi bl e-i nvent ory,
which is the Ansible inventory file for your cloud.

To configure the cloud to use this FQDN, use the inventory file / et ¢/ f m depl oy/ kol | a- ansi bl e-i nvent ory
and Kolla Ansible’s r econf i gur e subcommand.

For example:

kol |l a-ansible -i /etc/fmdeploy/kolla-ansibl e-inventory reconfigure
Enable SSL Externally, Encrypting Horizon Traffic

This section outlines the steps required to install a signed SSL for your cloud’s external, public network using Kolla
Ansible.
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Modify Kolla Ansible Configuration

Configure Root CA Bundle

OpenMetal private clouds are deployed with CentOS 8 as the operating system. Kolla Ansible needs to be updated
to point to the root CA bundle for CentOS 8. To do so, modify / et c/ kol | a/ gl obal s. ym to reflect the location of
the root CA bundle for CentOS 8:

openstack_cacert: '/etc/pki/tls/certs/ca-bundle.crt'

Prepare SSL File

Your SSL files need to be prepared into a single file of PEM format, including the private key, certificate, and
intermediate chain. When preparing the file ensure the order of the information is the private key first, then the
certificate, and finally the intermediate chain.

To prepare your SSL, concatenate the contents of the private key, the certificate, and the intermediary chain into
single file located / et c/ kol | a/ certificates/<certificate-name>. pem where <certificate-nanme>is
the name of the certificate file.

Additionally, ensure 0600 permissions are set for the certificate file:

chnod 0600 /etc/kollal/certificates/<certificate-nanme>. pem

As an example, here’s truncated output including the headers of a prepared SSL PEM file:

----- BEG N PRI VATE KEY----- <-- Private Key

----- END PRI VATE KEY-----

----- BEG N CERTI FI CATE----- <-- Certificate

----- END CERTI FI CATE- - - - -

----- BEG N CERTI FI CATE----- <-- Internmediary Certificate #1
----- END CERTI FI CATE- - - - -

----- BEG N CERTI FI CATE----- <-- Internmediary Certificate #2

----- END CERTI FI CATE- - - - -

Ensure your SSL PEM file reflects the above ordering otherwise Kolla Ansible may fail to execute as expected.

Specify SSL Certificate

Next, in / et c/ kol | a/ gl obal s. ym , ensure the key kol | a_external _fqdn_cert is set to the name of the
certificate file. {{ node_confi g }} inthis case is defined as / et c/ kol I a.

For example:

kol l a_external _fqgdn_cert: '{{ node_config }}/certificates/<certificate-nane>. peni

Enable External TLS

Within / et ¢/ kol | a/ gl obal s. ym , ensure kol | a_enabl e_tls_external issetto’ yes':

kolla_enable tls external: 'yes

Reconfigure Cloud using Kolla Ansible

The previous steps conclude the preparation of the SSL file and the Kolla Ansible configuration. Before proceeding
with this step, ensure you have prepared a Kolla Ansible environment.

Next, to configure the cloud to use this SSL, use the inventory file
[ etc/fmdepl oy/ kol | a- ansi bl e-i nvent ory and Kolla Ansible’s r econf i gur e subcommand.

For example:

kol |l a-ansible -i /etc/fmdeploy/kolla-ansibl e-inventory reconfigure
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Reconfigure Ceph Cluster using Ceph Ansible

Additionally, the Ceph cluster needs to be reconfigured to update Swift to point to the Keystone HTTPS endpoint
instead of the HTTP version. In this section we explain how to configure the new Swift endpoint using Ceph Ansible.

Procedure
First, ensure you have prepared a Ceph Ansible environment.

Next, load . / group_vars/al |l .ym in an editor and find the line containing the string r gw keyst one url : . For
this example, this line appears this way:

rgw keystone url: http://173.231. 254. 164: 5000

This line tells Swift which URL to use to authenticate with Keystone. Since the cloud now has an SSL configured
externally, the Keystone URL for Swift needs to include the HTTPS protocol.

In the file . / group_vars/all.ymn , ensure the line with rgw keyst one url: now specifies HTTPS instead of
HTTP. For example:

rgw keystone url: https://173.231. 254. 164: 5000

Next, run Ceph Ansible, using:

ansi bl e- pl aybook \
-i /etc/fmdepl oy/ ceph-inventory.ym \
--private-key /root/.ssh/fmdepl oy \
/opt/ceph-ansible/site.yn

Reference

TLS Documentation from Kolla Ansible for OpenStack Victoria
How to Enable Elasticsearch and Kibana using Kolla Ansible

Introduction

An OpensStack cloud generates a large quantity of log messages. By default, there’s no way to visually see a Private
Cloud’s log messages. To diagnose issues in logs requires using SSH and gr ep, which can be cumbersome due to
the number of hosts and number of OpenStack services. Elasticsearch and Kibana (ELK) could be leveraged to see
all of your cloud’s log files from a single location in your browser. This feature set is not enabled by default. In this
guide we walk you through how to enable the ELK stack for your Private Cloud using Kolla Ansible.

Prerequisites

Prepare Kolla Ansible

This guide explains how to configure your cloud using Kolla Ansible. Any time you work with Kolla Ansible, you must
prepare a shell environment. For more, see How to Prepare and Use Kolla Ansible.

All commands are to be executed from the control plane node in which Kolla Ansible has been prepared.

Root Access to OpenStack Control Plane

Root access to your cloud’s control plane nodes is required.

How to Enable Central Logging

To enable the ELK stack, in/ et ¢/ kol | a/ gl obal s. ym ensure the following is set:

enabl e_central _| oggi ng: 'yes

To enforce data retention policies, enable Elasticseach Curator with:

enabl e_el asticsearch_curator: 'yes'
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Note! — Enabling Elasticseach Curator can help prevent your cloud’s local disks from filling up by enforcing retention
policies for Elasticsearch data.

Kolla Ansible generates a default configuration for Elasticsearch Curator which can later be found in the
el asticsearch_curator Docker container as
el asticsearch_curator:/etc/el asticsearch-curator/actions.ym.

Next, to deploy the configuration changes, use:

# kol la-ansible -i /etc/fmdeploy/kolla-ansible-inventory reconfigure

Prevent Root Disk from Filling

You can enable Elasticsearch Curator to enforce disk retention polices to prevent your cloud’s disks from filling up.

Reference

Kolla Ansible’s Central Logging guide.

1. Principle of Least Privilege

1. Roles

2. Users, Groups, and Projects

1. Users
2. Groups
3. Projects
2. Updating Software
1. Update Individual Instances
2. Update Operating System Images
3. Update Kolla Ansible Images

4. Update Control Plane Nodes
Enabling TLS

Security Groups
SSH Authentication

o 0 kW

Additional Documentation

Principle of Least Privilege

The philosophy around the principle of least privilege is a user account should only have privileges necessary to
perform its intended function. For example, a financial analyst does not require admin rights or a software engineer
should not need to access financial records.

The benefits of operating a system using the principle of least privilege are:

« System stability - Limiting the scope of changes reduces adverse effects of applications running on your
system. This means that programs are less likely to perform actions that could crash your machine.

e System security - Limiting the system-wide changes can reduce blast radius. The blast radius is the maximum
amount of damage an intruder can inflict after gaining access to your system.

» Ease of deployment - As a general rule, the fewer privileges an application needs to run, the easier it is to
deploy to a larger environment.

When implementing the principles of least privilege, routine audits are important to maintain the security of your
system and avoid privilege creep. Privilege creep is when a user or program is given more access or rights beyond
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what is necessary to their job. In addition to conducting regular audits, consider starting all user and system accounts
with the least privilege and enforcing the separation of privileges.

Users, Groups, Projects, and Roles

Within OpenStack, there is the ability to set individual access controls. These controls have different levels of
granularity from setting a project and allocating resources to managing groups of individuals. There is even the ability
to manage down to an individual user.

For information about how to create a user and project, see Create an OpenStack User and Project in Horizon.

Users

When working in Openstack, there is only one administrative user. Using the principle of least privilege, you should
create additional users when handling various tasks within your private cloud environment.

Groups

Groups are a collection of Users within OpenStack. Groups allow an administrator to manage permissions for several
individual users at the same time. This method for managing access helps to avoid privilege creep as individuals can
be removed from groups as their roles change within an organization.

Projects

Projects allow you to allocate resources within your private cloud. You can isolate users and individual projects to
further control access to cloud resources.

Roles

Keystone roles are rights and privileges given to a user to perform tasks. Each service can require different types of
roles to perform different actions. In addition, existing roles can be modified through the services policy.json file. Due
to the containerization of OpenStack services these policy files will be found within the docker container of the
service in /etc/service_name/policy.json. To find out more information about creating and managing roles visit Create
and manage roles.

Updating Software

All software running your Private Cloud is open source. Maintaining up-to-date software is important for the security
of your private cloud. Among the major areas that require updating are individual instances, images, and the control
plane nodes. Both operating system packages and applications require software updates over time as changes are
made.

Update Individual Instances

For any instances your cloud contains, ensure the software within is kept up to date. This includes the operating
system’s software and the applications running within the instance. This software is typically managed through a
package manager like apt or dnf .

Updating the software in individual instances can be accomplished by connecting to the instance through SSH. Once
inside the instance, updates can be run using the package manager of the Linux distribution and rebooting.

Update Glance Images

Glance is the service in OpenStack responsible for managing operating system images. Once your private cloud is
deployed, these images are not updated. Over time, these images can become vulnerable as it becomes necessary
to maintain security updates and patches. We recommend routinely updating and managing these images within
your existing OpenStack cluster. For further information on how to upload images visit Manage and Upload Images
in Horizon
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Update Kolla Ansible Images

Kolla Ansible relies on Docker images to deploy the various OpenStack containers. Over time, updates occur,
causing existing images to be out of date. As part of regular cloud maintenance, these images can be updated, using
Kolla Ansible. To learn more, see How to Obtain Latest OpenStack Images using Kolla Ansible.

Update Control-Plane Nodes

For each hardware node, your cloud has, operating system updates should be performed as part of routine
maintenance. These updates are best handled by the operating system’s package manager, which for Private
Clouds running CentOS 8, is dnf. For more information on how to update control plane nodes visit OpenStack
Hardware Node Maintenance.

Enabling TLS

TLS stands for Transport Layer Security protocol and is the successor to the SSL. Both TLS and SSL work in much
the same way, using encryption to protect the transfer of information and data between two systems. Within
OpenMetal, enabling TLS is very important for protecting login credentials for your Horizon Dashboard.

For more information on how to enable TLS within Horizon, visit How to Enable TLS for OpenStack using Kolla
Ansible.

Security Groups

In your private cloud, security groups act as a firewall to control inbound and outbound traffic to your instances.
OpenStack has many different configurations for security groups that allow you to control the type of traffic to your
instance as well as the port. The configuration options are known as rules. Rules define the types of ports that are
available on your instance as well as the IP addresses that can connect to these specific ports.

For more information on how to create and manage security groups, see the title heading Security Groups
<operators_manual/day-1/horizon/create-first-instance.rst#security-groups> in the How to Create an Instance in
OpensStack Horizon guide.

SSH Authentication

Authentication in your private cloud is handled by SSH keys. These keys are injected into your control plane nodes
from the moment of deployment of your cloud. Authentication keys can also be added to instances before being
deployed. For additional security, consider restricting access to port 22 and limiting SSH access to control plane
nodes.

OpenStack Security Advisor and Further Resources

OpenStack uses two different means for communicating security-related information: Advisories and Notes.
OpenStack Security Advisories (OSSA) help to communicate fixes to severe security issues. OpenStack Security
Notes (OSSN) provide general notices for potential vulnerabilities in design, deployment, and configuration.
OpenStack does have a Vulnerability Management Team (VMT) for further information on how to contact visit
OpenStack Security.

A list of current Security Advisories for OpenStack can be found Here.

For a more in-depth look into current best practices with OpenStack see OpenStack Security Guide.

How to Prepare and Use Ceph Ansible

Introduction

Should you want to reconfigure your Private Cloud’s Ceph cluster, you can do so using Ceph Ansible. In this guide,

we explain how to prepare an environment from which Ceph Ansible can be used. Making specific configuration
changes to your Ceph cluster is outside the scope of this guide.
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Before Proceeding

WARNING! — Our current deployment system deploys a Private Cloud with a known working state. Should you
deviate from this state by adjusting your cloud’s Ceph configuration you can no longer safely use the functions in
OpenMetal Central to add nodes to your cloud or add IP blocks. Should you use these functions, any custom
configurations to Ceph will be reverted. We are working on rolling out a new deployment system allowing custom
cloud configurations. We can still add new nodes and IP blocks to your cloud but must do so manually. Please reach
out to your Account Manager should this apply to you.

Prerequisites

Root Access to OpenStack Control Plane

Root access to your cloud’s control plane nodes is required.

Preparation
To prepare Ceph Ansible:

docker cp fmdepl oy:/opt/ceph-ansible /opt/ceph-ansible
chnmod 700 / opt/ ceph-ansibl e

cd /opt/ceph-ansible

virtual env .venv

source .venv/bin/activate

pip install -r requirenments.txt

pip install six

Deploy a Ceph Cluster:

ansi bl e- pl aybook \
-i /etc/fmdepl oy/ceph-inventory.ym \
--private-key /root/.ssh/fmdepl oy \
/opt/ ceph-ansi ble/site.ynl

Attempt to repair a broken Ceph cluster:

ansi bl e- pl aybook \
-i /etc/fmdepl oy/ ceph-inventory.ym \
--private-key /root/.ssh/fmdepl oy \
/opt/ ceph-ansible/site.ynl
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Use Watcher to Consolidate your Cloud’s Workload

This section demonstrates use of Watcher's VM Workload Consolidation Strategy. The commands and their output
are recorded to provide an example Watcher demonstration. We provide the state of the cloud prior to and after
applying Watcher.

Cloud State Before Watcher is Applied

The following screenshot shows the state of the hypervisors and the count of instances associated with each

compute node.

Hypervisor Compute Host

Displaying 4 items

Hostname Type VCPUs (used)  VCPUs (total)

co QEMU 22 16
foc QEMU 27 16
ovely-ladybug.local QEMU 28 16
elaxed-flamingo.local QEMU 18 16

RAM (used)
84GB
125GB
105GB

68GB

RAM (total)  Local Storage (used)

125.3GB 544GB 11.6TB

125.3GB 349GB 11.6TB

125.3GB 634GB 11.6TB

125.3GB 436GB 11.6TB

Figure 1: Hypervisor list and instance count prior to applying Watcher

Local Storage (total)

Instances

20

18

26

16

This is a cloud with four compute nodes and a relatively even distribution of instances spread across them.

How to use Watcher’'s VM Workload Consolidation Strategy

Step 1: Obtain List of Goals

First, obtain a list of available goals with:

openst ack optim ze goal

list

For example:

# openstack optinize goal

This example makes use of the Server Consolidation goal available from the above list. Note that the following

list

05260080- 9aca- 40e3- 9f f 5- f 6d8f 398d671
d3618295- 7dd2- 4174- 83ee- 8cd466b3381a
4488913d- b0d6- 44eb- b6c6- 8f 1b4c6c7578
cb10ae8f - alf 5- 41e4- ac6a- 2e2df be63648
6f 676623- 71b8- 4eaa- a36b-f b133120db42
6cOae27a- d978- 46e9- 9562- 67ef 7ee00e65
916bb6dc- 84df - 495e- 8b40- 1bf a868d93e1l
5aed3f 2b- 7d5d- 48af - b69c- 35af c886bc10
debf 193e- 50a8- 4c90- a0b6- d82f b78b6d98
f b940ef 6- 47bd- 4c82- 8e3a- caf 9de813b03

airflow optinization
cl uster _nmi ntaining
dunmy

har dwar e_mai nt enance
noi sy_nei ghbor

savi ng_ener gy
server_consol i dation
thermal optim zation
uncl assi fi ed

wor kl oad_bal anci ng

command line examples reference this goal as ser ver _consol i dati on.

Step 2: List Strategies Available for a Goal

Next, obtain a list of available strategies for the Server Consolidation goal, using:

openstack optim ze strategy |ist

- - goal

<goal - uui d- or - nane>

Replace <goal - uui d- or - nanme> with the appropriate goal.

For example:

# openstack optinmize strategy |list --goal
o m m e e e e e e e e e e ee e eaa oo +
| UUID |
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server_consol i dation

Di spl ay nane
Airflow Optimzation
Cl uster Maintaining
Dunmy goal

Har dwar e Mai nt enance
Noi sy Nei ghbor

Savi ng Ener gy

Server Consolidation
Thermal Optim zation
Uncl assi fied

Wor kl oad Bal anci ng

| Display nane
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eae7ae0f - 1498- 45ac- a226- 248739a79785 |
bOf 2838e- 0eb2- 4baf - 8976- 62744897827b |
4ad7dbdb- 9¢c90- 4208- 8dc0- e476c803519c |

basi c

node_resource_consol i dation |
vm wor kl oad_consol i dati on

Basic of fline consoli
Node Resource Consol i
VM Wor kl oad Consol i da

Here, we can see the Server Consolidation has three strategies that can be used to accomplish the goal. For this
case, we are using the vm wor kl oad_consol i dat i on strategy.

Step 3: Create Audit Template

Next, create an audit template based on the previously selected goal and strategy using:

openstack optimze audittenplate create <tenpl ate-nanme> <goal > \

server _consol i dati on and strategy vm wor kl oad_consol i dati on:

--strategy <strategy>

« <t enpl at e- nanme>: Specify a name for the audit template

e <goal >: Specify a goal

e <strat egy>: Specify a strategy
For example, the following creates an audit template called server_consolidation-template based on the goal

# openstack optinize audittenplate create server_consolidation-tenplate server_consolidation

Field

uul D
Created At
Updat ed At
Del eted At
Descri ption
Nane

Goal

Strat egy
Audit Scope

234069e4- d03a- 4a63- af 54- 02763056ac55

2022-01-21T18: 22: 09. 385581+00: 00
None
None
None
server_consol i dati on-tenpl ate
server_consolidation

vm wor kl oad_consol i dati on

[]

Step 4: Execute Audit

Run an audit based on the audit template to generate an action plan:

openstack optimze audit create -a server_consolidation-tenplate

For example:

# openstack optinize audit create -a server_consolidation-tenplate
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Nane
Created At
Updat ed At
Del et ed At
State
Audit Type
Par aneters
I nt erval
CGoal

Strat egy
Audit Scope

50b571c6-f af f - 4b0e- 803d- 558708bc5ec5
vm wor kl oad_consol i dati on-2022-01-21T18: 23: 37. 360815
2022-01-21T18: 23: 37. 387673+00: 00

None

None

PENDI NG
ONESHOT

{' period:
None

3600,

"granularity':

server_consol i dation
vm wor kl oad_consol i dati on

[]

300}
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Auto Trigger
Run Time

Next
Host nane
Start Tine
End Tine
For ce

This step may take some time to complete. You can use openst ack optim ze audit show <audit-uui d>to

get the status of the audit. For example:

openstack optim ze audit show 50b571c6-faff-4b0e-803d-558708bc5ech

Field

Uul D

Nane

Created At
Updat ed At
Del eted At
State

Audit Type
Par aneters

I nt erval

CGoal

Strat egy
Audit Scope
Auto Tri gger
Next Run Ti ne
Host nane
Start Tine
End Ti ne

For ce

50b571c6- f af f - 4b0e- 803d- 558708bc5ec5 |
vm wor kl oad_consol i dati on-2022-01-21T18: 23: 37. 360815 |
2022-01-21T18: 23: 37+00: 00 |

2022-01-21T18: 55: 15+00: 00

None
SUCCEEDED
ONESHOT

{' period:
None

server_consol i dation
vm wor kl oad_consol i dati on

[]

Fal se
None

f ocused- capybara. | ocal

None
None
Fal se

3600, 'granularity': 300}

The audit is complete when the St at e field reflects SUCCEEDED.

Step 5: Retrieve Action Plan

Retrieve the action plan generated by the audit:

openstack optim ze actionplan |ist

--audit <audit-uuid>

Replace <audi t - uui d> with the UUID of the of audit.

For example:

# openstack optinize actionplan |ist

Step 6: Review Action Plan

Review the actions recommended by the audit:

openstack optimze action |ist

--action-plan <action-pl an-uui d>

Replace <act i on- pl an- uui d> with the UUID of the action plan.

For example:
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# openstack optimize action list --action-plan 2abb3cae-99e2-4339-b952- 0f 52db59155d

| 7caa5e76- 0815- 467d- 8073- c1b1213e5e70 | []

| 29c3all8- 3aa7- 4445- a5c0- ddc74d58a609 | [' 7caa5e76- 0815- 467d- 8073- c1b1213e5e70" |

| 75cfa548- 7679- 4271- 8d10- d8583beb7f54 | [' 7caa5e76- 0815- 467d- 8073- c1b1213e5e70" ]

| 47ae3e44- 8bch- 4272- 8582- 1a24640¢5f 97 | [' 29c3all8- 3aa7- 4445- a5¢c0- ddc74d58a609' , ' 75cf a548-
| 29a12a53- cd2d- 4d39- 8284- 4273d07a92ee | [' 29c3all8- 3aa7- 4445- a5c0- ddc74d58a609' , ' 75cf a548-

This action plan indicates the Nova service’s state will be adjusted and that a number of instances are to be
migrated. Note that some of the actions listed in the above output have been truncated for brevity.

Step 7: Execute Action Plan
If all actions presented in the action plan are reasonable, you can have Watcher execute the action plan for you.
To execute the actions:
openstack optim ze actionplan start <action-plan-uuid>
Replace <act i on- pl an- uui d> with the UUID of the action plan.
For example:

# openstack optim ze actionplan start 2abb3cae-99e2-4339-b952- 0f 52db59155d

uul D 2abb3cae- 99e2- 4339- b952- 0f 52db59155d

| |

| Created At | 2022-01-21T18: 55: 15+00: 00

| Updated At | 2022-01-21T19: 46: 00+00: 00

| Deleted At | None

| Audit | 50b571c6-faff - 4b0e- 803d- 558708bc5ec5

| Strategy | vm wor Kkl oad_consol i dati on

| State | PENDI NG

| Efficacy indicators | [{'nane': 'conpute_nodes_count', 'description': 'The total nunber of
| dobal efficacy | [{'nanme’': 'released_nodes ratio', 'description': 'Ratio of rel eased
| Host nane | None

. .

Get status of the action plan using openst ack optim ze actionpl an show <acti on- pl an- uui d>.

For example:

# openstack optinize actionplan show 2abb3cae-99e2-4339-b952- 0f 52db59155d

Fom e e e o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeaem— oo +

| Field | Val ue |

Fom e e e o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeaem— oo +
uul D 2abb3cae- 99e2- 4339- b952- 0f 52db59155d

- Description: The nunber of conpute nodes to be rel eased.
Nane: rel eased comput e _nodes_count
Unit: null

| | |
| Created At | 2022-01-21T18:55: 15+00: 00 |
| Updated At | 2022-01-21T19: 46: 00+00: 00 |
| Deleted At | None |
| Audit | 50b571c6-faf f-4b0e-803d-558708bc5ec5 |
| Strategy | vm workl oad_consol i dati on |
| State | ONGO NG |
| Efficacy indicators | - Description: The total nunber of enabled conpute nodes. |
| | Nane: conpute_nodes_count |
| | Unit: null |
| | Val ue: 4.0 |
| | |
| | |
| | |
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| | Value: 1.0 |

| | - Description: The nunber of VM mnmigrations to be perforned. |

| | Nane: instance_m grations_count |

| | Unit: null |

| | Val ue: 35.0 |

| | |

| dobal efficacy | Rel eased_nodes_ratio: 25.00 % |

| | |

| Hostnane | | ovely-Iadybug. I ocal |

o o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +

Here is the output of the action plan after it has finished executing:

# openstack optimze actionplan show 2abb3cae- 99e2-4339- b952- 0f 52db59155d

Fom e e e o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeaem— oo +
| Field | Val ue |

Fom e e e o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeaem— oo +
| UUID | 2abb3cae-99e2- 4339- b952- 0f 52db59155d |

| Created At | 2022-01-21T18: 55: 15+00: 00 |

| Updated At | 2022-01-21T22: 09: 49+00: 00 |

| Deleted At | None |

| Audit | 50b571c6-faf f-4b0e-803d-558708bc5ec5 |

| Strategy | vm workl oad_consol i dati on |

| State | SUCCEEDED |

| Efficacy indicators | - Description: The total nunber of enabled conpute nodes. |

| | Nane: conpute_nodes_count |

| | Unit: null |

| | Val ue: 4.0 |

| | - Description: The nunber of conmpute nodes to be rel eased. |

| | Nane: rel eased comput e _nodes_count |

| | Unit: null |

| | Val ue: 1.0 |

| | - Description: The nunber of VM nigrations to be perforned. |

| | Nane: instance_m grations_count |

| | Unit: null |

| | Val ue: 35.0 |

| | |

| G obal efficacy | Rel eased_nodes_ratio: 25.00 % |

| | |

| Hostnane | 1 ovely-Iadybug. Il ocal |

Fom e e e o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeaem— oo +

Cloud State After Watcher is Applied

The following screenshot shows the spread of this
Strategy has been applied.

Hypervisol Sompute Host

Displaying 4 items

Hostname Type VCPUs (used) VCPUs (total)

competent-coypulocal QEMU 3 16
QEMU 42 16

QEMU 48 16

flamir QEMU 2 16

cloud’s instances after Watcher's VM Workload Consolidation

RAM (used) RAM (total) Local Storage (used) Local Storage (total) Instances

8GB 125.3GB 31GB 11.6TB 1

185GB 125.3GB 754GB 11.6TB 33
185GB 125.3GB 1.1TB 11.6TB 46
4GB 125.3GB 4GB 11.6TB 0

Figure 2: Hypervisor list and instance count after Watcher has been applied

For this case, Watcher determined it could run the same compute workload with three hypervisors instead of four.
Instances were live migrated to free up a single compute host. Then, Watcher disabled the compute service for the

freed node.
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Symptoms of a RabbitMQ Problem
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Prerequisites

This guide requires root access over SSH to your Private Cloud’s control plane nodes. You should be comfortable
using the command line when troubleshooting RabbitMQ.

Symptoms of a RabbitMQ Problem

Actions hang in Horizon or when using OpenStackClient. For example when an instance is created but never
completes, you may have an issue with RabbitMQ. Additionally, say you try to delete something in Horizon, but the
item hangs indefinitely and is never actually deleted. This indicates a probable issue with RabbitMQ.

How Check your RabbitMQ Cluster’s Status

The command r abbi t ngct | cl ust er _st at us is used to report the status of your cloud’s RabbitMQ cluster. This
is a quick way to determine the health of the RabbitMQ cluster.

RabbitMQ is deployed into Docker containers which changes the way you interact with the cluster. To check the
status of your cloud’s RabbitMQ cluster, from a control plane node as root, execute:

docker exec -it rabbitng rabbitmctl cluster_status

List RabbitMQ Queues

List queue name, current count of queued messages, and count of messages consumed for a private cloud’'s
RabbitMQ cluster and put the output into a table:

docker exec -it rabbitng rabbitmctl |ist_queues -p / nane nessages consuners --formatter

For example, listing the first few queues:

# docker exec -it rabbitng rabbitngctl |ist_queues -p / nane nmessages consumers | head -20

Ti meout: 60.0 seconds ...
Li sting queues for vhost /

nane nessages CONSUNer s

heat - engi ne- |l i st ener _fanout 7025924940f c4f 11b89ed31af e5a642¢c 0 1
schedul er _fanout_ 257bb53015e3478db4c7¢36236923300 0 1
reply_7clef96102e643a8bd8827f 7191cfd4cc O 1

reply 742233f 6bbbb47e196d53e834df fd912 0 0

heat - engi ne- | i st ener. 7b6e3335- 0745- 4c38-a78c- 93eca7f 9b336 0 0

wat cher. applier.control _fanout 97961841bc9e4304bldbf e6da039eelc 0 1
reply_733a0bc0a2e248aea9c307d2dbb6b88b 0 1

neut ron-vo- SecurityG oupRul e-1. 0 fanout a6dad4171bb94d0aa97ae30b218b779a 0
engi ne_fanout 917e9c14d41d4d69bel1122b1bd28485 O 1

reply_b9fa7b24616f 40eb9bebedch70ebd9d2 0 0

g- | 3-pl ugi n_fanout 190b34d25d7444ecb3d901abb971f 93f 0 1
reply_849a66b5d7e74d099d89ed842832a7ae 0 1

magnunt conduct or. reobzi | z72y4 0 0

magnunt conduct or _fanout _97ellc7c5ebc46f abf e57adf 45a05b11 0 1

reply faad7408773c4e7ebbaa9abfb9c0534a 0 1

ci nder -vol ure. | ovel y-1 adybug. | ocal @ bd-1_fanout 1d3ef 02f 49f 148618f cbh36163687hb9cd
engi ne_fanout 28b15b87d3ec4541b0d7731b928f 6852 0 1
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RabbitMQ and Network Partitions

Although uncommon with a stable cloud platform, with RabbitMQ, it is possible for the cluster to go into a Network
Partition. To better understand and resolve these types of issues, see RabbitMQ’s Clustering and Network Paritions
guide.

Redeploy RabbitMQ Cluster

In worst case scenarios it is possible to redeploy your cloud’'s RabbitMQ cluster. This tends to be a last resort effort
to get RabbitMQ functioning again. Kolla Ansible is used to redeploy a cloud’s RabbitMQ cluster. For more, see How
to Redeploy RabbitMQ Cluster using Kolla Ansible.

1. Prerequisites

1. Prepare Kolla Ansible

2. Root Access to OpenStack Control Plane
2. How to Redeploy RabbitMQ

Prerequisites

Prepare Kolla Ansible

This guide explains how to configure your cloud using Kolla Ansible. Any time you work with Kolla Ansible, you must
prepare a shell environment. For more, see How to Prepare and Use Kolla Ansible.

All commands are to be executed from the control plane node in which Kolla Ansible has been prepared.

Root Access to OpenStack Control Plane

Root access to your cloud’s control plane nodes is required.

How to Redeploy RabbitMQ
For each RabbitMQ cluster member, run:

docker stop rabbitng
cp -Rv /var/lib/docker/vol unes/rabbitng/ _datal/ mesia{, . bk$(date +%)}
rm-rfv /var/lib/docker/vol unes/rabbitnmg/_data/ mesia/

Then, use Kolla Ansible’s depl oy function, targeting RabbitMQ:

kol |l a-ansible -i /etc/fmdeploy/kolla-ansible-inventory deploy --tags rabbitng

1. Prerequisites

1. Root Access to OpenStack Control Plane
2. Get Ceph'’s Status
3. Ceph Log Files

4, Common Issues
1. Clock Skew

1. Confirm Ceph’s Health
2. Examine Chrony Logs
3. Addressing Clock Skew
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5. References

Prerequisites

Root Access to OpenStack Control Plane

Root access to your cloud’s control plane nodes is required.

Get Ceph’s Status

In most troubleshooting cases, you can get an overview of your Ceph cluster by checking its status. To check your
Ceph cluster’s status, use ceph st at us.

For example:
# ceph status
cluster:
id: 34f a49b3-ff f 8- 4702- 8b17- 4e8d873c845f

heal t h: HEALTH_ WARN
cl ock skew detected on non.focused-capybara, non.lovely-I|adybug
2 daenmons have recently crashed

servi ces:
nmon: 3 daenons, quorum rel axed-fl am ngo, f ocused- capybara, | ovel y-1 adybug (age 5d)
nmgr: rel axed-flam ngo(active, since 5d), standbys: focused-capybara, |ovely-Iadybug
osd: 4 osds: 4 up (since 5d), 4 in (since 13d)
rgw. 3 daenons active (focused-capybara.rgwd, |ovely-Iadybug.rgwd, relaxed-flam ngo.rgwC

task status:

dat a:
pool s: 13 pool's, 337 pgs
objects: 110. 16k objects, 388 GB
usage: 1.1 TiB used, 11 TiB/ 12 TiB avail
pgs: 337 active+cl ean
i 0:
client: 381 KiB/s rd, 1.2 MB/s w, 444 op/s rd, 214 op/s w
Ceph Log Files
Ceph’s log files are stored in / var/ | og/ ceph/ within each control plane node.
For example, listed are all log files for host f ocused- capybar a:

#1s -1 /var/log/ceph/*.log

/var/| og/ ceph/ ceph.audit.|og

/var /| og/ ceph/ ceph. | og

/var /| og/ ceph/ ceph-ngr. f ocused- capybara. | og

/var /| og/ ceph/ ceph-non. f ocused- capybara. | og
/var/| og/ ceph/ ceph-osd. 1.1 o0g

/var /| og/ ceph/ ceph-rgw focused- capybara. rgw0. | og
/var /| og/ ceph/ ceph-vol ure. | og

A OpenMetal Ceph cluster is comprised of several services: Ceph’s Manager, Monitor, OSD, and RADOSGW
Ceph has a primary log file, log files for each service, and additional log files.
For example:

» Primary Log File: / var /| og/ ceph/ ceph. | og

» Ceph Monitor Log File: / var /| og/ ceph/ ceph-non. f ocused- capybar a. | og

» Ceph RADOSGW Log File:/var/ | og/ ceph/ ceph-r gw f ocused- capybar a. r gw0. | og
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If you are unsure which Ceph service’s log to look through, consider starting with the primary log file,
/var /| og/ ceph/ ceph. | og.

Common Issues

Clock Skew

Ceph has a number of health checks, including one for clock skew, called MON_CLOCK SKEW For more, see Ceph’s
Health Checks guide and look for the text MON_CLOCK_SKEW. Ceph in our configuration uses chr onyd to sync
each node’s clock. Kolla Ansible is responsible for installing and configuring chr onyd into a Docker container for
each Ceph Monitor node. To administer chr onyd you must do so through Docker.

Confirm Ceph’s Health
To confirm the status of this health check, execute ceph st at us and examine the output.
For example:

cluster:
id: 34f a49b3-ff f 8- 4702- 8b17- 4e8d873c845f
heal t h: HEALTH WARN
cl ock skew detected on non.focused-capybara, non.lovely-I|adybug
[...output truncated...]

Alternatively, execute ceph heal t h det ai | to only see the status of health checks.
For example:

HEALTH WARN cl ock skew detected on non. focused-capybara, non.lovel y-Iadybug

[WRN] MON _CLOCK SKEW cl ock skew detected on non. focused-capybara, non.|ovel y-I|adybug
non. f ocused- capybara cl ock skew 0.663159s > nax 0.05s (Il atency 0.000399254s)
non. | ovel y-1 adybug cl ock skew 0.368233s > nmax 0.05s (Il atency 0.000385143s)

Examine Chrony Logs
From here, you may want to examine the logs for each chr ony Docker instance running.
For example:

docker | ogs chrony

Alternatively, consider viewing logs on the local file system for chr ony via / var /| og/ kol | a/ chrony/ .

Addressing Clock Skew

There may be a number of methods to addressing clock skew. In this example, we outline addressing this issue by
restarting chr ony for each node.

To address the MON_CLOCK SKEW for the example output in this section, the Docker container chrony was
restarted for each node. For example:

# docker restart chrony
chrony

Next, perform the same Ceph health check as before to confirm the status. For example:

# ceph health detail
HEALTH_CK

If the clock skew issue is no longer present, you should see the status of HEALTH OK assuming there are no other
issues with the Ceph cluster.

Note! — Restarting chr ony may be a heavy handed approach to addressing the issue. Consider alternatively making
using of chr onyc’s t r acki ng, sour ces, and sour cest at s subcommands to diagnose clock skew issues.
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Prerequisites

Root Access to OpenStack Control Plane

Root access to your cloud’s control plane nodes is required.

Elasticsearch and Kibana

This guide focuses on how to manually look through logs, however Elasticsearch and Kibana, commonly referred to
as an ELK stack, are often used to aggregate and view logs in a visual manner. With a properly configured ELK
stack, you can view all of your cloud’s logs from a single location, visually.

For more information about enabling an ELK stack in your cloud, see How to Enable Elasticsearch and Kibana using
Kolla Ansible.

Kolla Ansible Log Locations

Private Clouds are deployed using Kolla Ansible, an OpenStack deployment system. This system deploys all
OpenStack services into Docker containers. Each service's log file is then stored as
/var/ | og/ kol | al <servi ce-nane>, where <service-nane> is an OpenStack service, like Neutron for
example.

For example, to see all logs associated with the Neutron service, | s the directory / var/ | og/ kol | a/ neut r on:

# |s /var/log/kollal/neutron/*.1og

/var /| og/ kol | a/ neutron/ dnsmasg. | og

/var /| og/ kol | a/ neutron/ neut ron- dhcp- agent . | og

/var /| og/ kol | a/ neutron/ neutron-13-agent.| og

/var /| og/ kol | a/ neut ron/ neut r on- met adat a- agent . | og
/var /| og/ kol | a/ neutron/ neutron-netering-agent.| og
[var /| og/ kol | a/ neutron/ neut ron- net ns-cl eanup. | og
[var /1 og/ kol | a/ neutron/ neutron-openvswi tch-agent. | og
/var /| og/ kol | a/ neutron/ neutron-server.|og

/var /| og/ kol | a/ neutron/ privsep-hel per.|og

Determining the Correct Log

How do you know which log to look in for an issue? Which host should you be in? It is generally useful to know which
OpenStack services are running and what their purposes are before determining which log file to examine to
troubleshoot an issue. For a list of OpenStack services and their purpose, see the OpenStack Components page.

When diagnosing issues, consider the services associated with the action that may be failing. For example, if looking
into an issue with creating a volume, consider looking at Cinder’s various logs.
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Determining the Correct Host

By default, your cloud has three control plane nodes. Each of these nodes has very similar logs, and typically, only
one of the nodes is recording log events for a specific service. Due to this, you may need to examine all three host's
logs in real time, replicate the issue, then see if any of those logs recorded any events.

To view the logs for all hosts at the same time, consider using a terminal multiplexer, especially one where you can
issue the same commands in multiple SSH connections. The application t mux is an example of a terminal
multiplexer.

Viewing Logs
There are several native ways to view the contents of a log file.

Applications like | ess, nano, and vi mwill suffice. For more colorful output, consider using an application like | nav,
which has proven especially useful for examining unfamiliar logs.

1. Overview of Heat Orchestration

1. Architecture
2. Heat Orchestration Template Components

1. Template Version
2. Description
3. Parameters
4. Resources

5. Output
3. Sample Heat Orchestration Template

1. Attributes
4. Deploying a Heat Template in Horizon

5. Viewing Recently Deployed Stacks in Horizon

Overview of Heat Orchestration

Orchestration tools utilize automation to deploy, manage, scale, and network containers. Within OpenStack, the
primary orchestration component is Heat. Heat uses an orchestration engine for the automation of resources,
infrastructure, applications, and services. These created resources are referred to as Stacks. Heat Stacks are
deployed using Heat Orchestration Templates also referred to as HOT templates. HOT templates are created in
YAML that passes instructions to the Heat Engine specifying the resources to be deployed.

How to View Heat Stacks in Horizon

To view all current Stacks within your OpenMetal Cloud, navigate to Project -> Orchestration -> Stacks. Within this
section, you can view all your current stacks as well as launch and preview HOT templates.

78


file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#overview-of-heat-orchestration
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#architecture
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#heat-orchestration-template-components
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#template-version
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#description
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#parameters
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#resources
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#output
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#sample-heat-orchestration-template
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#attributes
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#deploying-a-heat-template-in-horizon
file:///home/st/imh/openmetal/documentation/flexmetal-pdf/operators_manual/day-4/automation/heat.rst#viewing-recently-deployed-stacks-in-horizon

Table of Contents

Project / Orchestration / Stacks

Stacks

Stack Name = v Fiter | +Launch Stack = ® Preview Stack More Acti

Displaying 8 items

O Stack Name Created Updated status Actions

O test stack2 1 month Never Check Complete Check Stack |~

O glance-image: 1 month, 1 week Never Create Complete Check Stack | ~

O coe 3 months, 1 week Never Create Complete Check Stack |~

O keystone-swift-endpoint 3montns, 1 week Never Create Complete Check Stack | ~

3 months, 1 week Never Create Complete Check Stack |~
Identity > O neutron-provider-network 3 months, 1 week Never Create Complete Check Stack |~
O neutron-security-groups 3 months, 1 week Never Create Complete Check Stack | ~

O novafiavors 3 months, 1 week Never Create Complete Check Stack | ~

Displaying 8 items

Architecture

Heat API receives rest API calls from the following sources: Horizon, HOT Templates, and through the Heat Client.
The Heat API is then passed to RabbitMQ or another message broker which activates the Heat Orchestration
Engine. The Heat Orchestration Engine then connects to resources including Nova, Glance, Neutron, and Cinder
and parses instructions from the HOT template for functions and parameters. These functions and parameters are
then used to create resources known as stacks.

Heat Orchestration Template Components

Central to the deployment of Heat and the creation of Stacks is the use of templates. Heat Templates are written in
YAML with the following structure:

Template Version

The template version is formatted as date and corresponds to different versions of heat. The template version tells
Heat how the template will be structured, what features can be validated, and what resources can be created.
Currently, the latest template version that is supported is 2018-08-31 (rocky).

Description

Although optional, a description is highly recommended as it outlines the intended function of the template. This is
particularly useful for templates that are not frequently used or are intended to be shared among various members of
a team or project.

Parameters

Parameters are optional but allow a user to pass additional values to the template. These values are used to
overwrite any default settings that are specified in the resources section.

Resources

Resources are what are ultimately created by the Heat Orchestration Engine. These values can be default values or
input from the parameters above.

Output

Output in a Heat Template is optional. However, you can pass values from Heat upon execution of the template.
These values are accessed through Heat API or client tools.

Sample Heat Orchestration Template

The following is an example of a Heat Orchestration Template to deploy an instance. In this example, all resources
receive their values fed separately as parameters. When formatting parameters, each parameter is grouped in a
nested block. The first line contains the name of the parameter and additional attributes are grouped below each
element.
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Attributes

» Parameter Name: Name of Parameter

» Type: Required value that supports the following types: string, comma_delimited_list, json, boolean
 Label: Optional attribute, creates a name for the parameter for additional readability

 Description: Optional attribute, creates a description for parameter

 Default: Optional attribute, default values for parameters if input is not specified by the user
Example Heat Orchestration Template:

heat _tenpl ate_version: 2018-03-02
description: Sinple tenplate to deploy a single instance

par anet ers:
key_narme:
type: string
| abel : Key Nane
description: Name of key-pair to be used for conpute instance

i mage_id:
type: string
| abel : Image 1D

description: Imge to be used for conpute instance
i nstance_type:

type: string

| abel : I nstance Type

description: Type of instance (flavor) to be used
net wor k_narre:

type: string

description: The network to be used
security_groups:

type: comma_delimted_Iist

description: Nane of the Security G oup

resour ces:
nmy_i nst ance:

type: OS:: Nova:: Server

properties:
key_nane: { get_param key_name }
i mge: { get_param image_id }
net wor ks:

- network: { get_param network_name }

flavor: { get_param instance_type }
security_groups: { get_param security_groups }

Deploying a Heat Template in Horizon

To deploy a heat template in Horizon, first, check to see that you have selected the appropriate project for your
deployment and then navigate to Project -> Orchestration -> Stacks and locate Launch Stack near the top right.
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— ) .
itopenstack. =proecty - & admin +
Project v
Project / Orchestration / Stacks
API Access
compute » Stacks
Volumes >
Stack Name = = Filtel + Launch Stack f® Preview Stack
Container Infra >
Network > Stack Name Created Updated Status Actions
No items to display.
Orchestration v

Resource Types
Template Versions
Template Generator

Object Store >

Figure 1: Launch Stack

For this example, we have uploaded the template example as a file called hot _exanpl e. ym using the Choose
File button. After uploading your example template, click Next.

Select Template

Template Source *
e Description:

Atemplate is used to automate the deployment of
Template File @ infrastructure, services, and applications.

Choose File | hot_example.yml Use one of the available template source options to

specify the template to be used in creating this stack.

nvironment Source

File

Environment File @

Choose File | No file chosen

Cancel Next

Figure 2: Select Template

For the example template listed above, the following parameters are needed to launch a running instance:

» Stack Name

+ Image

Instance Type
* Key
* Network

» Security groups
In the Launch stack window, fill out the following parameters with the type of stack you wish to deploy.

Note: Instance type refers to the flavor of instance you wish to set up.
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Launch Stack

Stack Name * @
Description:

Create anew stack with the provided values.

test_stack2

Creation Timeout (minutes) * @
60

O Roliback On Failure @

Password for user "admin” * @

Image ID * @
Centos 7 (el7-x86_64)
Instance Type * @
gpLnano
Key Name * @
ssh-hyara
network_name * @
Extemal
security_groups * @

Allow SSH Ingress

Figure 3: Launch Stack

Viewing Recently Deployed Stacks in Horizon

To view recently deployed stacks in Horizon, switch to the appropriate project where the stack was created. Then
navigate to Project -> Orchestration -> Stacks to view all created stacks.

f:openstack. ®amin- 2 admin »
Project v

Project / Orchestration / Stacks

APl Access
Compute » Stacks
Volumes >

Stack Name =+ Filter + Launch Stack @ Preview Stack 1 Delete Stacks More Actions +
Container Infra >

Network » Displaying 8 items
O  stack Name Created Updated Status Actions
Orchestration v
I 0O  test_stack2 I 1 hour, 39 minutes Never Check Complete Check Stack | +

Resource Types 0O glance-images 5 days, 7 hours Never Create Complete Check Stack | =

Template Versions

0O coe 2 months Never Create Complete Check Stack | =

Template Generator
O  keystone-swift-endpoints 2 months Never Create Complete Check Stack | =

Obiject Store >
O  keystone-swift-user 2 months Never Create Complete Check Stack | =

Admin >
Identity > O  neutron-provider-network 2 months Never Create Complete Check Stack | =
0O neutron-security-groups 2 months Never Create Complete Check Stack | =
0O nova-flavors 2 months Never Create Complete Check Stack | =

Displaying 8 items

Figure 4: Stacks Created within Admin Project

Figure 4 shows the newly created test stack that was created by the example. You have the option to check the stack
as well as view its current status.

If you need additional information, click the link under Stack Name and you can view an overview of the stack
information, resources, events, and even a copy of the template used to create the stack.
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= openstack. ®aumin~

Project

Project / Orchestration / Stacks / test_stack2

test_stack2

-42¢2-b1bC-0a626026781
Description  Simple template to deploy a single instance

Created 1 hour, 22 minutes
Last Updated  Never
Status  Check_Complete: Stack CHECK completed successfully

Outputs

Stack Parameters

OS:istack id  7580f9ce-ac85-42c2-b1bc-10a626026781
9015¢c3aa79894e60b3661e2McoBadbT
test_stack2

7 (el7-x86_64)
gpl.nano

e External
ups  Allow SSH Ingress

Launch Parameters

Timeout  None Minutes
Rollback  Disabled

Figure 5: Overview of Test Stack

Additional Resources for OpenStack Heat Service

For the latest on OpenStack Heat Documentation visit Welcome to the Heat documentation. Further reading
regarding Heat architecture can be found at Heat architecture. Additionally, OpenStack has a guide for creating your
first stack through heat that can be found at Creating your first stack.

1. Prerequisites

2. How to Create an Instance Using Terraform

Prepare Terraform Directory
Specify Terraform Provider
Initialize Terraform

Create OpenStack Application Credentials

S A

Create Main Terraform File

1. Configure OpenStack Provider

2. Configure Compute Resource
6. Create Terraform Plan

7. Deploy Terraform Plan
3. View Instance Created by Terraform

Prerequisites

* An OpenStack user account. The account does not have to have the administrator role.
 Linux command line experience

* A Terraform installation

How to Create an Instance Using Terraform
Step 1: Prepare Terraform Directory

Terraform should be installed to a machine that has Internet access to your Private Cloud. This could be your own
machine or one of your cloud’s hardware nodes, for example.
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When working with Terraform, we suggest creating a folder to manage your Terraform plans and execution files. For
example:

nkdir ~/terraform

Step 2: Specify Terraform Provider

When working with Terraform, you must specify a provider. There are a number of providers to choose from located
in Terraform’s Providers website. For our case, we need to use Terraform’s OpenStack Provider because our clouds
are powered by OpenStack.

To specify the OpenStack provider, create a file called pr ovi der s. t f in your Terraform directory containing:

terraform {
requi red_providers {
openstack = {
source = "terraformprovider-openst ack/ openst ack”
version = "1.46.0"

Step 3: Initialize Terraform
With a provider defined, Terraform must be initialized.
To initialize Terraform, execute:

$ terraforminit

When Terraform has been successfully initialized, the following message is returned:

Terraf orm has been successfully initialized!

You may now begin working with Terraform Try running "terraformplan" to see
any changes that are required for your infrastructure. Al Terraform comands
shoul d now wor k.

If you ever set or change nodul es or backend configuration for Terraform
rerun this conmand to reinitialize your working directory. |If you forget, other
conmands will detect it and remind you to do so if necessary.

Step 4: Create OpenStack Application Credentials

To point Terraform to the appropriate cloud and authenticate, you can generate a set of OpenStack Application
Credentials. To do so, log in to your cloud and navigate to the section Identity -> Application Credentials.

Identity / Application Credentials

Application Credentials

S~

+ Create Application Credential

Name Project ID Description Expiration D Roles Actions

No items to display.

Figure 1: Application Credentials

Click Create Application Credential to create a new set of credentials. Fill out the details as needed and submit the
form. Another pop up form appears providing you the relevant details, like the ID, Name, and Secret.. Additionally,
you can download either an openrc file or a cl ouds. yam with this information pre-defined for you. For this
demonstration, we are using cl ouds. yam . When using cl ouds. yam , download this file to the same folder in
which you have initialized Terraform.

The contents of cl ouds. yam appears similar to:

cl ouds:
openst ack:
aut h:
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auth_url: https://cloud. exanpl e. com 5000
application_credential _id: "7442c72c56c34d8780e83ca69b4f 2a73"
application_credential _secret: "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
regi on_nane: "iad3"
i nterface: "public"”
identity _api_version: 3
aut h_type: "v3applicationcredential"”

Step 5: Create Main Terraform File

Everything is now in place to launch an instance. To do so, we must create a template, define the openst ack
provider, and define a compute resource.

Configure OpenStack Provider

Within your Terraform directory, create a file called mai n. t f . Then, for the OpenStack provider, configure the cloud
to point to, like so:

provi der "openstack" {
cl oud = "openstack"

}

The value for cl oud can be variable. For our case the value should be set to openst ack. This is determined by
examining the cl ouds. yaml downloaded in the previous section. The line immediately following cl ouds: is the
name of your cloud. For this example, the start of cl ouds. yam appears as:

cl ouds:
openst ack:
aut h:
auth_url: https://cloud. exanpl e. com 5000

The line immediately following cl ouds: is openst ack: , indicating the name of this cloud is openst ack and thus
the value for cl oud is set as cl oud = "openst ack".

Configure Compute Resource

With the provider section configured, you can now define a compute resource. This compute resource is defined in
the same mai n. t f file. You will need to collect a number of details from your cloud, such as an image UUID, a list of
flavors, a key pair, and any other items needed when spawning an instance.

To define a compute resource, we use the following template:

resource "openstack_conput e_i nstance_v2" "<resource-name>" {
namge = ""
image id =
flavor _id =""
key pair =""
security groups = []

net wor k {
name =

}
}

With the OpenStack Terraform provider, openst ack_conput e_i nst ance_v?2 is a resource we can use to create
an instance. For more details about this resource and its configuration options, see Terraform’s Registry and search
for “openstack_compute_instance v2”".

A description of variables used for the r esour ce block:

» name: Defines the instance’s name
* image_id: UUID for an operating system image hosted in your cloud

 flavor_id: The value for an instance flavor

85


https://registry.terraform.io/

Table of Contents

» key_pair: The value for a key pair hosted in your cloud

e security_groups: The value in list format for security groups to set

Then within the r esour ce block, we also configure a network with which the instance will be associated by creating
a net wor k block.

A description of the variable used for the net wor k block:
e name: This is the name of a network available to your project
As an example, here is the above template filled out using details from a Private Cloud:

resource "openstack_conpute_instance_v2" "terraformdenp-instance" {

nane = "deno-instance"
i mge_id = "c786deab- 3f c6-4a92-9ale- 54bcab32e2c2"
flavor _id = "ml.smal | "

key pair = "deno-key"
security_groups = ["default"]

net wor k {
nane = "Private"

}
}

The template name can be changed to suit your purposes but must include the . t f extension.

Step 6: Create Terraform Plan

Terraform needs to create a plan based on the current configuration. This plan provides the changes Terraform will
make to your cloud prior to making them, giving an operator a chance for review.

The command to create a Terraform plan is:

$ terraformpl an

By default t er r af or m pl an does not save the plan to disk. To have the plan written to disk, use:

$ terraformplan -out <path>

Replacing <pat h> with where you want to store the Terraform plan.
For this example, we will have Terraform create the plan and write the plan to disk using:

$ terraformplan -out ~/terraformplan

This creates a Terraform plan in the location ~/ t er r af or ml pl an.

Step 7: Deploy Terraform Plan

After reviewing the plan and ensuring the changes to be made meet your expectations, use Terraform to deploy the
plan.

The command to deploy a Terraform plan is:
$ terraf ormapply [PLAN|

Where [ PLAN] is an optional variable. For this example, since we saved the plan to disk, we will use that plan when
applying Terraform.

For example:

$ terraformapply ~/terraformplan

Results of a successful plan application:

$ terraformapply ~/terraform plan

openst ack_conput e_i nstance_v2.terraf orm denp-instance: Creating...

openst ack_conput e_i nstance_v2.terraf orm deno-instance: Still creating... [10s el apsed]
openst ack_conput e_i nstance_v2.terraf orm deno-instance: Still creating... [20s el apsed]
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openst ack_conput e_i nstance_v2. terraf orm deno-instance: Creation conplete after 24s [id=3al26

Apply conpl ete! Resources: 1 added, O changed, O destroyed.

This concludes using Terraform to spin up an instance in your Private Cloud.

View Instance Created by Terraform

To view your created instance, navigate in Horizon to Project -> Compute -> Instances, where you can view the
instance created by Terraform.

Project / Compute / Instances

Instances

Instance Name =~ | demo-instance Filter | & Launch Instance More Actions ~
Displaying 1 item

O Instance Name Image Name IP Address Flavor Key Pair  Status Availability Zone  Task Power State Age Actions

O demo-nstance  CentOS 8 Stream (el8-x86_64)  192.168.0.143 mismal demokey Active nova None  Running 3minutes | Create Snapshot  ~

Figure 2: Newly Created Terraform Instance
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